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Abstract

The capability of a language-pretrained transformer-like model to transfer to the classification
of electroencephalography, i.e., electrical brain waves, is analysed. On first sight, these two
domains seem unrelated. However, recent work has found language-pretrained transformers to
be surprisingly transferable to a variety of non-language modalities, thereby, making this analysis
worthwhile. Brain-computer interfaces would benefit greatly from a set of pretrained models that,
similarly to how this is done in natural language processing, can easily be plugged in in a variety
of contexts. The scarcity of labelled brain signal data and its nonstationary nature make the idea
of using pretrained models from a different domain even more attractive. A study that verifies
the possibility of transfer between these two domains might even result in insight regarding
transferable characteristics within the domains. This would be particularly interesting for the
domain of electroencephalography, as in that case, transferable characteristics are complex to
understand and currently relatively unknown. This phenomenon is reflected in the design of the
deep learning models that brain-computer interfaces currently implement. Through a background
study, relevant foundational knowledge from the four research areas inherent to the research
question is collected. The research areas in question are neuroimaging, brain-computer interfaces,
transfer learning, and natural language processing. In addition, preceding work that is explicitly
related to the research question is discussed. A methodology is designed specifically to be able
to perform a set of empirical evaluations that can shine light on the research question. Such
a set of empirical evaluations is established and performed, the results reported and discussed.
Interestingly, the empirical evaluations suggest that positive transfer from the natural language
domain to that of electroencephalography is indeed possible. A number of hypotheses regarding
the language-pretraining and the depth with which it can transfer to electroencephalography are
established. While not falsified, there is no statistical basis to claim that they hold. Additional
experimental evaluations are required to verify them. Moreover, a multitude of new questions
arise, making this thesis a starting point for a variety of successive work.
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Chapter 1

Introduction

A Brain-Computer Interface (BCI) is a device that digitises the neurophysiological. By inter-
preting brain-generated signals, BCIs are to perform a variety of tasks in both a clinical and a
daily-life context. Recent advances in BCI research have allowed for clinical applications such
as early epileptic seizures prediction (Liang et al., 2010; Young et al., 2011; S.-K. Lin et al.,
2018), spellers for the paralysed (Sellers & Donchin, 2006; Nijboer et al., 2008; Townsend et
al., 2010), post-stroke neurorehabilitation (Buch et al., 2008; Ramos-Murguialday et al., 2013;
Mrachacz-Kersting et al., 2016), and control of prosthetics (Müller-Putz & Pfurtscheller, 2008;
Gao et al., 2017; AL-Quraishi et al., 2018), as well as daily-life applications such as intent-
recognition for smart-living (X. Zhang et al., 2017, 2019; Belkacem et al., 2020), control systems
for gaming and virtual reality (Lalor et al., 2005; van de Laar et al., 2013; Marshall et al., 2013),
and vehicle and robot control (Redrovan & Kim, 2018; Aznan et al., 2019; W. Lu et al., 2020).
Nevertheless, aside from a number of very specific cases, efficient and reliable BCIs are still far
away. Specifically, the machine learning methods that BCIs implement to interpret neurological
activity have yet to face numerous challenges. Inter- and intra-person variability as well as data
scarcity make decoding neuroimaging modalities a complex matter. Luckily, there are other
research areas that deal with their respective instances of these issues such that inspiration can
be found in the most successful solutions. Particularly interesting and novel in the research area
of BCIs is the self-supervised learning paradigm, originally cross-pollinated from research areas
that have access to vast quantities of unlabelled data such as Computer Vision (CV; Chen et
al., 2015; Grill et al., 2020; Henaff, 2020; van den Oord et al., 2019) and Natural Language
Processing (NLP; Peters et al., 2018; Radford & Narasimhan, 2018; Radford et al., 2019; Devlin
et al., 2019; Raffel et al., 2020). Self-supervised learning is an unsupervised learning paradigm
that consists of training models using large unlabelled datasets, usually to afterwards finetune
them to specific tasks using smaller labelled datasets. The nontransferable nature of the current
BCI machine learning state-of-the-art has resulted in variable performances (Ahn & Jun, 2015;
Lotte et al., 2018; Sannelli et al., 2019), suggesting that research into self-supervised learning
approaches could be fruitful. Various recent works have started laying the foundation for such
research (Banville et al., 2019, 2021; Kostas et al., 2021). The work that is presented in this
thesis is part of such endeavours.

Transfer learning in BCIs has mostly consisted of supervised pretraining followed by super-
vised finetuning. Pretraining would then consist of initialising the weights of a deep learning
model by training it on the data of a number of participants (Dose et al., 2018; Fahimi et al.,
2019) or even the runs of a single participant (Schwemmer et al., 2018). However, in such a
transfer learning paradigm, the pretraining phase aims to adjust weights to fit only a small
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subset of the target domain. In contrast, the self-supervised learning paradigm is meant to
generalise, adjusting weights towards fitting the whole of the target domain. In some cases,
pretraining happens in a completely different domain, for example, image recognition (G. Xu et
al., 2019). Such research can be interesting as the success or failure of such knowledge transfer
can provide insight and inspiration with regards to BCI transfer learning. In that light, the
work that is presented in this thesis consists of a study of BCI transfer learning, investigating
the applicability of a typical language-pretrained NLP model for the classification of a specific
neuroimaging modality that has been successful in BCIs, i.e., electroencephalography (EEG).
Recent work by K. Lu et al. (2021) has found language-pretrained transformers (Vaswani et al.,
2017) to be surprisingly transferable to a variety of non-language modalities such as the MNIST
handwritten digit benchmark (L. Deng, 2012), and protein sequence tasks such as remote ho-
mology detection (Rao et al., 2019). Therefore, the work that is presented in this thesis is to
result in two types of insight. On the one hand, inspiration can be gained towards BCI transfer
learning. On the other hand, K. Lu et al.’s claim that language-pretrained transformers can be
seen as universal computation engines is tested towards the complex task of classifying EEG.

Explicitly, the research question studied in this thesis reads as follows: “How and to what
degree can a language-pretrained transformer transfer to the classification of EEG and does the
language-pretraining influence performance?” Insight regarding the answer to this question is
gained through a range of empirical evaluations. To stay inside the scope of the encompassing
research, an attempt is made to finetune the second generation Generative Pretrained Trans-
former (GPT2; Radford et al., 2019) to an EEG motor imagery classification task, namely, the
Graz dataset A (Brunner et al., 2008). The empirical evaluations are split into two groups.
While the first group uses raw EEG time-series data, the second group uses time-frequency fea-
tures extracted from the time-series data. To investigate whether or not and to what degree
language-pretraining is beneficial, the performance of a frozen language-pretrained instance of
GPT2 is compared to that of an unfrozen randomly initialised instance. Additionally, more nu-
anced insight regarding the role of the language-pretraining is gained by gradually unfreezing the
layers of the language-pretrained instance of GPT2. The results suggest that positive transfer is
indeed possible. This means that the unsupervised pretraining phase of GPT2 manages to cap-
ture structure in language that is applicable to the classification of EEG. Additionally, a number
of hypotheses regarding the language-pretraining and the depth with which it can transfer to
EEG are established. While the results of the empirical evaluations do not falsify them, there is
no statistical basis to claim that they hold. Verifying them will require additional experimental
evaluations.

The structure of this thesis is as follows. Chapter 2 gives background knowledge regarding the
four topics that are inherent to the research question: neuroimaging, brain-computer interfaces,
transfer learning, and natural language processing. Chapter 3 discusses related work, relating
the research question to existing work by discussing similarities and differences. Chapter 4 goes
over the methodology. It explains the used dataset, the model, its training, and its evaluation.
Subsequently, in Chapter 5, a set of empirical evaluations is established and its results are re-
ported and discussed. Lastly, Chapter 6 concludes the thesis with a discussion on the conclusions
that can be drawn as well as possible future work.
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Chapter 2

Background

2.1 Introduction

The work that is presented in this thesis relates to four major areas of research. Firstly, an un-
derstanding of the different neuroimaging modalities that are currently used in machine learning
research is necessary. Specifically, their advantages and disadvantages in that context should be
discussed. Secondly, a thorough understanding of the history of BCI research and its current
state-of-the-art is required. The end-goal of the research that encompasses this thesis consists of
creating a BCI and thus understanding what these are and how they work is crucial. Thirdly, the
essence of this thesis is to try to transfer knowledge between two different domains. Therefore,
the concept of transfer learning needs to be introduced. Lastly, readers should have extensive
knowledge of natural language processing. Understanding what might be the cause of the final
results will only be possible if the ideas and reasoning behind the state-of-the-art NLP models
are known.

The following sections lay a foundational background for all four of these areas of research. It
is important to note that throughout this background chapter, elementary deep learning concepts
are assumed to be known. For an introduction to deep learning, the reader is referred to the
work of Goodfellow et al. (2015).

2.2 Neuroimaging

2.2.1 Introduction

While there exist a range of neuroimaging modalities, the focus of this section lies on neuroimag-
ing modalities that are used in the context of machine learning and BCIs. A distinction is made
between invasive and noninvasive neuroimaging modalities. The main trade-off between these
two is that of risk and ease-of-use versus information-to-noise ratio (Steyrl et al., 2016; Waldert,
2016). Depending on the use case, invasive or noninvasive modalities can be preferred. The
research that encompasses this thesis consists of designing a BCI that is mobile, user-friendly,
and requires little to no installation time. In such a context, noninvasive modalities are the
obvious preference. While the research question of this thesis does not innately exclude invasive
modalities, the focus lies, as a start, only on noninvasive modalities.

The following sections give a general overview of noninvasive neuroimaging modalities that
are used in BCIs. The focus lies on EEG. It is compared to MEG, fMRI, and NIRS. There

3



Table 2.1: EEG frequency bands. Data from Kawala-Sterniuk et al. (2021).

Brainwave Frequency band Mental condition
Delta 0 Hz to 4 Hz State of deep sleep, when there is no focus, the person is totally absent, unconscious.

Theta 4 Hz to 8 Hz
Deep relaxation, internal focus, meditation, intuition access to unconscious
material such as imaging, fantasy, dreaming.

Low Alpha 8 Hz to 10 Hz
Wakeful relaxation, consciousness, awareness without attention or concentration,
good mood, calmness

High Alpha 10 Hz to 12 Hz Increased self-awareness and focus, learning of new information.

Low Beta 12 Hz to 18 Hz
Active thinking, active attention, focus towards problem solving, judgement and
decision making.

High Beta 18 Hz to 30 Hz Engagement in mental activity, also alertness and agitation.
Low Gamma 30 Hz to 50 Hz Cognitive processing, senses, intelligence, compassion, self-control.
High Gamma 50 Hz to 70 Hz Cognitive tasks: memory, hearing, reading and speaking

exist a range of other neuroimaging modalities that are relevant for BCIs but that are not
mentioned here. Examples are positron emission tomography (PET; Bailey et al., 2005) and
functional ultrasound imaging (fUS; Macé et al., 2011). However, none of these are as successful
or prevalent as the above-mentioned, which is why they are not discussed here. For a more
detailed review, the reader is referred to the work of Ramadan and Vasilakos (2017).

2.2.2 Electroencephalography

In the context of BCI research, EEG is the most commonly implemented neuroimaging modality.
Its success is due to its desirable traits such as its relatively low-cost and noninvasiveness. The
brain’s electrical activity consists of the sum of discharges that originate from neurons firing.
The potential of a single neuron firing would be measurable in the millivolt range. However,
the activity of a large population of neurons results in potentials that cancel each other out.
Therefore, the voltage fluctuations that can be observed in brain tissue are measured in the
microvolt range. Luckily, large groups of neurons often work together, resulting in synchronised
oscillatory fluctuations that spread over the brain and even penetrate the skull. EEG measures
exactly these fluctuations using electrodes spread out over the scalp. For a biological signal to
be relevant with respect to the site at which it is recorded, it must be expressed as the difference
between recordings at two sites, indicating nonzero amplitudes. Additionally, recording any
electrical signal always requires some type of baseline, i.e., a ground. When recording EEG, a
ground electrode is used to record a 0-amplitude ground signal (its amplitude is zero because it is
recorded against itself). All other recordings are always recorded against the ground signal, which
are thereby guaranteed to be nonzero. Hence, when recording EEG at a certain electrode site, it
is recorded against the ground signal. Moreover, to make that recording relevant with respect to
where it is recorded, another EEG signal that is also recorded against the ground signal but on
a different nearby site, must be subtracted. Doing so is always done using a reference electrode,
which is subtracted from the recordings from all other electrodes. EEG amplitudes generally
range from -100 to +100 microvolt. Research has shown that EEG signals can be categorised into
frequency bands, each of which can be linked to particular functions. Furthermore, irregularities
in these frequencies can be used for the diagnosis of certain disorders (Fisch, 2003). Table 2.1
contains the frequency bands of EEG signals and brief descriptions.

To record EEG, a number of electrodes are attached to the scalp. Typically, the number
of electrodes ranges from 1 to 256, however, recent apparatus can go up to 1024 electrodes1.
Numerous types of electrodes are used. Firstly, a distinction is made between wet and dry
electrodes. The former of which is the most common. However, since they require applying

1https://www.gtec.at/product/g-pangolin-electrodes/
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an electrolytic gel on the scalp, which can take a long time and must be done correctly and
regularly, they are most often only used in research labs. Conversely, dry electrodes do not
require the application of any gel, which comes at the cost of signal quality. Nevertheless, these
dry electrodes are very desirable for the final product of BCI research, hence, their development is
very important for the BCI community (Di Flumeri et al., 2019; Hinrichs et al., 2020). Secondly, a
distinction is made between active and passive electrodes. Passive electrodes simply transmit the
voltage fluctuation to the BCI’s amplifier through a conductive wire. On the other hand, active
electrodes consist of two components, i.e., the electrode itself and a preamplifier circuit. Before
the recorded signal is transmitted through a conductive wire, it is immediately amplified by the
preamplifier, thereby, improving the signal-to-noise ratio as the signal becomes less susceptible
to electromagnetic interference (J. Xu et al., 2017). A disadvantage of the active electrode over
the passive electrode is that it requires more parts and more wires and is thus more expensive to
produce. Aside from the type of the electrode, its placement on the scalp is an important factor as
well. The mastoids are often used as ground and reference sites. To ensure consistent electrode
placement it is often the case that the standardised ‘10/20’ system is implemented (Jasper,
1958). The values 10 and 20 indicate that the distances between adjacent electrodes are either
10 % or 20 % of the total front-back or right-left size of the skull. Figure 2.1a gives a graphical
representation of the standardised ‘10/20’ system. The labels of the electrodes relate to the lobes
of the brain for which they record. With the advancement of EEG electrodes, various extensions
of the standardised ‘10/20’ system have emerged. Figure 2.1b gives a graphical representation of
the ‘10/10’ system (Oostenveld & Praamstra, 2001). For a detailed review of a range of electrode
placement schemes, the reader is referred to the work of Jurcak et al. (2007).

Much work has been done with regard to decoding EEG signals, most often in the context of
enabling a BCI to understand a user’s intentions (Lotte et al., 2007; Roy et al., 2019; Craik et
al., 2019; Rashid et al., 2020). Since these signals can capture neural activity related to sensory
and cognitive processes, they are called Event-Related Potentials (ERP). Examples of ERPs are
Slow Cortical Potentials (SCP; Kleber & Birbaumer, 2005), which are very slow fluctuations
in cortical activity that can be made positive or negative through operant conditioning, ERror-
Related Potentials (ErrP; Abiri et al., 2019), which occur when a BCIs action does not correspond
with the user’s intention, Steady-State Evoked Potentials (SSEP; Djamal & Lodaya, 2017),
which appear when a person perceives a periodic stimulus, and Movement Related Cortical
Potentials (MRCP; Shakeel et al., 2015), which are low-frequency negative shifts that take place
about 2 seconds prior to voluntary movement. An overview of ERPs and their usage in BCIs
is described by Rashid et al. (2020). When considering EEG signals from a machine-learning
perspective, it is important to note that a person’s intention can not only be decoded from
invoked potentials such as ERPs but also from phenomena such as Event-Related Synchronisation
(ERS) and Event-Related Desynchronisation (ERD). These denote, respectively, the increase
and decrease of oscillatory activity within frequency bands (Pfurtscheller & da Silva, 2017).
Such oscillations are known to occur in preparation for movement or imagining movement, i.e.,
motor imagery. Certain body parts, like the hands and tongue, are associated with a large and
distinguishable cortical area, which has allowed BCIs to control them via motor imagery (Schlögl
et al., 2005).

Since EEG is a noninvasive signal that records electrical activity on the surface of the scalp,
it will naturally have a lower signal quality when compared to invasive signals. The electrical po-
tentials that EEG measures have passed through the skull and can be distorted. In addition, the
small amplitude of EEG makes it sensitive to noise. When other potentials, from both external
and internal sources, interfere, the noise that this creates results in artefacts. A straightforward
method for improving on this consists of recording the signal from within the skull, which has
the disadvantage of being more risky and expensive. An example of a recording technique that
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does this is the electrocorticogram (ECoG; Wyler, 1987; Graimann et al., 2010; Miller et al.,
2020). However, as mentioned, since this is an invasive technique, it is not discussed here. Lastly,
a crucial property of EEG in the context of machine learning, is its nonstationarity (Klonowski,
2009). A stationary signal is one of which the properties do not change with time. On the other
hand, a nonstationary signal is inconsistent with time. EEG’s nonstationarity is a result of it
capturing the activity of a multitude of different latent variables in the brain, each of which are
transmitting with different and variable intensity. In a fraction of a second, the latent variables
whose activities are currently dominant can change. Nonstationarity makes interpreting EEG
a nontrivial task. If not properly addressed, machine learning models are certain to struggle to
learn anything valuable from EEG. This is reflected by the number of preprocessing and feature
extraction methods that exist for EEG.

2.2.3 Magnetoencephalography

Another noninvasive manner to measure the electrical activity of the brain is to measure the
magnetic field that results from it using magnetoencephalography (MEG). The sensors that are
used to record MEG are called magnetometers. Electrical currents are always associated with a
magnetic field and it is exactly this field that is measured through MEG. A significant advan-
tage of MEG over EEG is that magnetic fields pass through the skull without any distortion,
resulting in a higher signal-to-noise ratio (Singh, 2014). MEG also provides better spatial res-
olution than EEG, with a difference of almost 5mm. Nevertheless, MEG recording equipment,
which comes in the form of Superconducting Quantum Interference Devices (SQUID) or Spin
Exchange Relaxation-Free magnetometers (SERF), is much more expensive as well as larger than
EEG recording equipment. Hence, a portable MEG BCI would not be possible. Additionally,
MEG BCIs require extensive magnetic shielding to reduce interference from external magnetic
fields (Iivanainen et al., 2017; Boto et al., 2018; Iivanainen et al., 2019). Generally, MEG is less
popular than EEG in BCI research.

2.2.4 Functional Magnetic Resonance Imaging

Functional magnetic resonance imaging (fMRI) is a neuroimaging modality that is based on the
relation between neural activity and blood flow in the brain. When humans use a part of their
brain, the blood flow in that part increases, which in its turn results in increased oxygen levels.
These localised increases in oxygen can change the magnetic properties of tissue, which can
then be detected by scanners with high magnetic fields. This technique is called fMRI (Glover,
2011; Menon & Crottaz-Herbette, 2005). It must be noted that it takes some time for blood to
reach the brain and for it to increase oxygen levels, which means that fMRI has a bad temporal
resolution when compared to EEG and MEG. On the other hand, the spatial resolution of fMRI
is an order of magnitude better than that of EEG and MEG (Menon & Crottaz-Herbette, 2005).
In the context of BCIs, fMRI is not a practical neuroimaging modality to use as it seriously lacks
in temporal resolution. In addition, the apparatus needed to record fMRI is, again, too costly
and non-portable.

2.2.5 Near infrared spectroscopy

Near infrared spectroscopy (NIRS) is a neuroimaging modality that works similar to fMRI as
it also records the change of oxygen levels in the brain. However, the method used to record
differs. NIRS uses near-infrared light to measure the oxygen level changes by looking at how deep
the light penetrates the tissue or, in other words, how much the tissue absorbs the light. The
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tissue’s absorption rate changes when its oxygen level changes. NIRS suffers the same temporal
resolution issues as fMRI, which is the main reason why it is not the optimal choice for BCIs.
However, compared to fMRI, the apparatus needed for NIRS is relatively mobile and cheap.
Moreover, it can be designed in such a manner that it does not produce electrical noise, which is
why there have been various attempts at combining EEG with NIRS to create hybrid BCIs (Shin
et al., 2018; Khan & Hong, 2017). This is not the case for MEG and fMRI, as the electrical
circuits of the EEG electrodes interfere with the magnetic fields that these modalities measure.

2.3 Brain-computer interfaces

2.3.1 Introduction

In the context of this thesis, a brain-computer interface is defined as a device that allows for
a connection between a human brain and some form of computer. Figure 2.2 gives a graphical
representation of the general BCI pipeline. The BCI pipeline starts with signal acquisition, which
implies that a thorough understanding of brain signals is required. BCIs are to extract these
signals and classify them as device commands such that in the end, the BCI application can be
steered. BCI frameworks are often divided into a number of branches (Rashid et al., 2020), which
are categorised according to three schemes: recording technique, dependability, and method of
operation. A BCI’s recording technique, or signal modality, can either be synchronous, indicating
that the interaction between the user and the system is time-dependent and thus must happen
within a certain time interval after a cue imposed by the system, or it can be asynchronous,
which means that the interaction is independent of time and that the user can interact with the
system whenever they feel like it. The (in)dependability of a BCI relates to the requirement of
any additional motor control by the user. Lastly, the method of operation of a BCI can be either
invasive, indicating that to acquire the biological signals, sensors are implanted inside the skull,
or it can be noninvasive, which only requires sensors on the scalp. The idea of BCIs originated
from the more general Human Machine Interface (HMI; Kawala-Sterniuk et al., 2021), to which
BCIs are a sub-class. A sibling to BCIs in this hierarchy are, for example, a form of neural
prostheses that can replace a limb but are not controlled via brain signals but via nerves that are
connected to the muscles (Yildiz et al., 2020). In the last 30 years, technological development
has advanced in such a way that it is now increasingly possible to use biological signals to create
devices that can help people with communication, movement control, environment control, and
many other aspects of our daily life (Kübler, 2020; Shortliffe & Barnett, 2006; van Dokkum et
al., 2015; Meng et al., 2016; Gao et al., 2017). Users with physical and mental disabilities also
benefit from the more user-friendly and intuitive interface that BCIs bring (Kawala-Janik, 2013).

In what follows, Section 2.3.2 gives an overview of the history of BCIs, from their inception to
the present. Subsequently, the BCI pipeline, i.e., the one presented by Figure 2.2, is discussed in
Section 2.3.3. This section is meant to give an overview of the state-of-the-art machine learning
methods that are currently used in BCIs.

SIGNAL
ACQUISITION PREPROCESSING FEATURE

EXTRACTION DEVICE COMMAND BCI APPLICATION

Figure 2.2: The BCI pipeline. Figure after Rashid et al. (2020).
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2.3.2 History

The history of BCIs starts in 1924 when Hans Berger is the first to record electrical brain activity
during a neurosurgery on a 17-year-old boy (İnce et al., 2021). Berger calls the recordings elec-
troencephalograms. Being neurosurgery, the first EEG recording was an invasive one. However,
later on Berger also develops the first ever noninvasive recording technique. In 1929, Berger
publishes “Über das Elektrenkephalogramm des Menschen”, in which he discusses the EEG
recordings of his patients and introduces his alpha and beta waves, which are certain frequency
ranges in the EEG recordings. While Berger’s discovery of EEG was very important to the de-
velopment of modern BCI systems, research of the electrical signals of animals already existed in
1875, when Richard Caton was the first to record an animal’s electrical signals (Haas, 2003). In
the following years, between Caton’s publication and Berger’s discovery of the EEG, many others
worked on similar endeavours (Coenen & Zayachkivska, 2013; Grigoriev & Grigorian, 2007). It is
important to note that Berger considered his alpha and beta frequencies to be artefacts. Pioneers
such as Gibbs et al. (1935, 1936) were the first to start taking the alpha and beta frequencies of
the EEG recordings into consideration. Later on, it would become clear that certain frequency
intervals, like the alpha and beta frequencies, in the EEG signal are closely related to certain
functions, as mentioned earlier and shown by Table 2.1.

BCI research as it is now known only began in the 70’s in California. Animals were ex-
perimented with in the context of direct communication between the brain and an electrical
device (Vidal, 1973). The very first human tests happened only later, in the 90’s. Controlling a
cursor on a computer using brain waves was already possible in 1991 (J. R. Wolpaw et al., 1991).
Around the same time, Pfurtscheller and Lopes da Silva (1999) worked with ERD and ERS as
input for a BCI. In the year 2000, the first international conference regarding BCIs was held as a
part of the IEEE conference on Rehabilitation Engineering. J. Wolpaw et al. (2000) established
the first formal definition of a BCI in a review of this conference: “A brain–computer interface
is a communication system that does not depend on the brain’s normal output pathways of pe-
ripheral nerves and muscles.” This definition attracted a great many researchers from all over
the world to the BCI field. In the years that followed, up until now, many advances would be
booked in the BCI field.

At first, invasive BCIs had great success. Leuthardt et al. (2006) describe an ECoG based
BCI system that is able to achieve accuracies above 73%. In 2012, two pioneering papers are
published in Nature (Kingwell, 2012; Ethier et al., 2012). Both showing the possibilities of
BCIs for restoring movement after paralysis. While invasive BCIs had existed for a while and
their successes started even before the 90’s, noninvasive BCIs, while already known and being
researched, experienced more difficulties. Their successes only started from and after the 90’s.
An important milestone for noninvasive BCIs was when the Graz group (Pfurtscheller et al.,
2003) proposed their cue-based system that allowed for controlling a virtual keyboard or a hand
orthosis2. This system made use of a method that the Graz group called the Common Spatial
Pattern algorithm (CSP; Koles et al., 1990). The CSP algorithm is a feature extraction method
that uses spatial filters to maximise the contrast between two classes. CSP and its variants are
extensively used to this day. In the present, BCI research is very popular and commercialised. Big
tech companies have joined the hunt for BCI systems for a variety of tasks. A number of known
examples are Elon Musk’s Neuralink (Musk & Neuralink, 2019), which is a general invasive BCI,
OpenBCI’s ‘Galea’, a BCI aimed towards virtual and augmented reality which was co-developed
by the game development company Valve, and Facebook’s ‘Building 8’, which worked towards a
headset or headband BCI that would allow people to send text messages by thinking. However, it

2noun: a surgical appliance that exerts external forces on part of the body to support joints or correct deformity.
Definition by Oxford Concise Medical Dictionary.
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Figure 2.3: Raw EEG data at 250 Hz sampling rate. The y-axis shows 22 channels, 1 per
electrode. The coloured lines indicate motor imagery events. Data from Brunner et al.’s (2008)
‘The Graz dataset A’, the first training run of the first participant.

is important to note that BCI research is very complex and big tech companies often require fast
and visible progress. Recently, Neuralink and Facebook have experienced a number of setbacks.
In the case of Facebook, this has lead to ‘Building 8’ being disbanded.

2.3.3 The BCI pipeline

This section discusses the state-of-the-art machine learning methods that are currently used in
BCIs. It is important to note that the BCI research area is still active and that there is no
universally adopted pipeline. Therefore, there is some freedom in choosing which methods to
use. In the context of this thesis and its encompassing research, the focus lies on methods that
are applicable in the context of noninvasive, mobile, online, EEG BCIs.

In what follows, sections 2.3.3.1 to 2.3.3.4 discuss the steps of the general BCI pipeline from
Figure 2.2. Afterwards, Section 2.3.3.5 explains how the machine learning methods used in BCIs
can be evaluated.

2.3.3.1 Signal acquisition

The BCI pipeline starts with signal acquisition. A distinction is made between offline and online
BCIs. An offline BCI is one that can separate processing from recording. Such BCIs are most
prevalent in research and in clinical contexts such as, for example, diagnosing (Fisch, 2003).
On the other hand, online BCIs are those that have to work in real-time. They perform every
step of the BCI pipeline without breaks. Typical examples of online BCIs are brain-controlled
prosthetics (Müller-Putz & Pfurtscheller, 2008; Meng et al., 2016; Bright et al., 2016; Gao et al.,
2017; AL-Quraishi et al., 2018; Yildiz et al., 2020). While there is a lot of overlap in the methods
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that are used for these two types of BCIs, online BCIs have the added requirement that they
should be fast and should be able to run on limited resources.

A variety of EEG recording apparatus exists, directed towards both offline and online BCIs.
The most prominent companies that make research-grade EEG recording apparatus are g.tec3,
EMOTIV4, Braint Producs5, and OpenBCI6.

There is no single universally adopted data format for EEG data. Different coding libraries
and frameworks all use different file formats. Nevertheless, in theory, they will always contain
the same information: the number of channels, the reference scheme used for the placing of
the electrodes, sampling frequency, power-line frequency, recording duration, and the raw time-
series signal. Examples of well-established formats are: the BioSemi data format7 (.bdf), the
European Data Format8 (.edf) and the FieldTrip Matlab toolbox9 format (.mat). There is no
single adopted data format for EEG. However, there exist successful overarching frameworks that
can be used to convert between formats and to process, analyse, and visualise EEG data. The
most prominently used frameworks are the Python MNE library (Gramfort et al., 2013) and the
EEGLab Matlab toolbox (Delorme & Makeig, 2004).

The most important part of EEG data is the raw time series signal. While the metadata
surrounding this signal is useful for learning, it is the raw signal that contains the neurological
information. A crucial property of EEG is that it is a signal and thus it is sequential. Sec-
tion 2.3.3.4 explains that for EEG classification, it is desirable to use machine learning models
that can capture sequential information in the data. Figure 2.3 shows 10 seconds of the Graz
data set A (Brunner et al., 2008) which was used as one of the datasets for the fourth BCI com-
petition (Tangermann et al., 2012). The dataset is a 22-channel motor imagery ERP dataset,
as can be seen from the 22 different channels and the motor imagery events that are marked in
colour.

2.3.3.2 Preprocessing

It has been established that EEG has a low SNR. Artefacts and nonstationarity make it that,
to improve machine learning performance, preprocessing is crucial. Roy et al. (2019) reviewed
a set of EEG classification articles published between 2010 and 2018 and found that 72% of
the articles employed at least one preprocessing step. Artefacts can be divided into two source
classes, they can be of external source or of internal source. External artefacts are a result of
external factors such as power-lines or electronic devices. On the other hand, internal artefacts
are a result of internal activities that are irrelevant for the study at hand. For example, when
recording EEG from a person, if that person is tired, it will often occur that they generate large
alpha wave spikes. If tiredness is not relevant for what is being researched, these alpha wave
spikes could be seen as artefacts.

In what follows, the most widely used EEG signal preprocessing methods are discussed. It
is important to note that discussing all of them falls outside of the scope of this thesis. Over
the years, many novel methods, some completely new and some consisting of adaptations of
others, have emerged. There is no optimal preprocessing pipeline. Every preprocessing method
has advantages and disadvantages and thus composing a preprocessing pipeline is a process that
depends on the context in which the pipeline is used (Bashashati et al., 2007). Another nontrivial

3https://www.gtec.at/
4https://www.emotiv.com/
5https://www.brainproducts.com/
6https://openbci.com/
7http://www.biosemi.com/faq/file format.htm
8https://www.edfplus.info/
9https://www.fieldtriptoolbox.org/getting started/
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Figure 2.4: Downsampled EEG data. The original sampling rate was 250 Hz, here downsampled
to 45 Hz. The y-axis shows 22 channels, 1 per electrode. The coloured lines indicate motor
imagery events. Data from Brunner et al.’s (2008) ‘The Graz dataset A’, the first training run
of the first participant.

aspect of such a pipeline is the ordering in which the methods are applied. Whether or not certain
steps need to be applied before others depends on whether or not that step involves a linear or
a nonlinear operation (Luck, 2014). While a sequence of linear operations can be applied in
arbitrary order, the moment a nonlinear operation comes into play, the ordering matters. Hence,
the (non)linearity of a method must be considered when composing a preprocessing pipeline. It
is often the case that nonlinear operations are applied as early as possible in the pipeline such
that linear operations can proceed thereafter with as little modification as possible.

Downsampling Downsampling is an EEG preprocessing method that is not intended to re-
move artefacts from the signal but is rather a way of reducing data size. This can be needed as,
for example, when EEG recording apparatus with 32 channels and a sample rate of 250 Hz, i.e.,
250 samples per second, represents each sample as a 32-bit float, the EEG data would consist of
32∗250∗32 bits per second of recording, which is approximately 32 kB

s . Reducing this can be done
through downsampling, which consists of simply selecting every nth sample and dropping the
rest. Downsampling must be done with extreme care as, through a phenomenon called aliasing,
it can introduce new artefacts to the data. Important to keep in mind when downsampling is the
Nyquist-Shannon sampling theorem, which states that if the sampling rate is R1, then any signal
with a frequency R2 ≥ R1 + R1

2 will be perceived as a signal with a lower frequency (Shannon,
1949). This means that, for example, when trying to detect certain frequency bands in an EEG
signal, the sampling rate must at least be double the higher bound of the frequency band and
thus downsampling can have a significant effect on the information captured by EEG data. Since
downsampling completely removes data points, it should always be applied as the first step in
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the preprocessing pipeline. Figure 2.4 shows the dataset from Figure 2.3 but downsampled to
45 Hz, the signals are the same but there are simply fewer points in time.

Channel cleaning and interpolation In EEG data, channels can be excluded for various
reasons: the corresponding electrode was not placed properly, the electrode was malfunctioning
for some reason, the channel contains an excessive amount of noise, etc. Detecting bad channels
often requires domain knowledge. Once the bad channels have been detected, they can be com-
pensated for using interpolation with the data from the other channels. A universally adopted
method for this is interpolation by spherical lines, first introduced to EEG by Perrin et al. (1989).
This method consists of three steps: projecting the channel locations onto a unit sphere, com-
puting a matrix that represents the relationship between the good and bad electrodes, and using
this matrix to interpolate data for the bad channels. The MNE Python library supports methods
that implement this and various other types of interpolation. Most of these interpolations consist
of nonlinear operations and therefore the position at which this preprocessing step is placed in
the pipeline is important. Intuitively, one can see that removing channels and interpolating to
compensate for them belongs at the beginning of the preprocessing pipeline.

Rereferencing Section 2.2.2 mentions that EEG corresponds to the voltage difference between
a certain electrode and a reference electrode. Any EEG recording apparatus comes with a
predefined reference electrode. However, through rereferencing, it is possible to change the
reference electrode after recording. In the optimal scenario, each electrode only records the signal
from the location at which it is placed. However, in reality, this is not the case. Due to different
types of conduction, signals that originate from different parts from the brain are interweaved.
This phenomenon is called cross-talk. Hence, to be able to correctly interpret these signals, it is
best to separate them in the spatial domain. In signal processing, this is usually done through
spatial filters. The most simple of such filters consists of applying rereferencing. Examples are
the average reference, which consists of taking as reference the average of the EEG signal over all
electrodes, and the surface Laplacian (Fitzgibbon et al., 2013), which consists of averaging over
certain neighbourhoods of electrodes instead of all electrodes. Generally, rereferencing methods
are linear and thus they can be applied in any order in a sequence of linear operations.

Windowing Windowing, or epoching, EEG data consists of slicing the continuous signal in
the time domain to get overlapping or nonoverlapping segments. Remember from Section 2.2.2
that signals that try to capture a person’s intentions are called ERPs. When trying to decode
ERPs, windows are created by slicing the continuous signal at the start and end points of the
events that caused the ERPs. Since windowing does not actually change the data, it is a linear
operation and thus it can be applied in any order in a sequence of linear operations. Figure 2.5
shows the first channel from the dataset from Figure 2.3 but cut into windows that start 2 s
before the event and end 4 s after. For ERP signals such windowing is typical when the data is
to be passed to machine learning algorithms.

Baseline correction In practice, because of the nonstationary nature of EEG signals, the
start points of windows are chosen earlier in the time domain than the actual event offsets to
incorporate a baseline during which no event occurred and to which the whole window can be
corrected. The average ERP voltage differs between occurrences even for the same person and
a baseline correction tries to transform the windows such that it seems as if they all oscillate
around the same voltage. The windows in Figure 2.5 are baseline corrected with respect to the
2 s before the event. Since a baseline correction consists only of averaging and subtracting, it is a
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Figure 2.5: Windowed EEG data. The windows are created by cutting the signal 2 s before an
event and 4 s after. The heatmap shows electrical spikes in the windows. The underneath plot
gives the average window. Data from Brunner et al.’s (2008) ‘The Graz dataset A’, the ‘Fz’
channel of the first training run of the first participant.

linear operation and thus it can be applied in any order in a sequence of linear operations. In the
context of classifying EEG, the baseline correction is almost always applied after the windowing
step.

Frequency filtering Another common, if not the most common, EEG preprocessing step
is frequency filtering. EEG often contains electrical noise with frequencies depending on the
power-line. In Europe, power-lines have frequencies around 50 Hz. Filtering these frequencies
from EEG data can result in cleaner data. Moreover, only certain frequency ranges can be of
interest, for example, in EEG data, the frequency bands that are mentioned in Section 2.3. In
these cases, frequency filtering can be used to filter out frequencies that are not part of the chosen
frequency bands. Frequency filtering can be done in multiple ways: low-pass filters, which filter
out high frequencies above a certain threshold, high-pass filters, which do the opposite, band-pass
filters, which do both, and notch filters, which remove a single frequency. Figure 2.6 shows the
(nondownsampled) dataset from Figure 2.3 but with a 1 Hz to 45 Hz band-pass filter applied to it.
When frequency filtering EEG data, filtering can happen both digitally and analogly. Many EEG
BCIs have built-in filters and can thus filter the EEG signal at the time of recording. Once EEG
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Figure 2.6: Frequency filtered EEG data. The original frequency range was 0.5 Hz to 100 Hz, here
it is 1 Hz to 45 Hz. The y-axis shows 22 channels, 1 per electrode. The coloured lines indicate
motor imagery events. Data from Brunner et al.’s (2008) ‘The Graz dataset A’, the first training
run of the first participant.

data has been recorded, it can still be filtered. Through a series of additions, subtractions, and
multiplications, filtering can be simulated as if an analog filter was present on the EEG recording
device. The exact mathematics are not explained here, but in general they consist of applying
some transformation function to each of the data points of a signal, with the possibility of having
recursive transformations (Burgess, 2003). The complexity of the transformation often results in
hardware filters being much faster than digital filters, which is why real-time decoding BCIs are
often equipped with them. Luck (2014) states that the most common frequency filters for EEG are
based on mathematical convolution, which is a linear process. However, theoretically, frequency
filters are applied on signals of infinite duration, while in practice, they are applied to finite
signals, requiring some additional nonlinear steps to deal with the edges at the beginning and
the ending of the finite signal, resulting in edge artefacts. Therefore, Luck (2014) advises to apply
frequency filtering on the continuous EEG signal, before it has been windowed, as to limit the
number of edges to the beginning and ending of each run and not of each window. Additionally,
to avoid aliasing issues, frequency filtering should always be applied before downsampling.

Artefact rejection and correction When artefacts only span a single frequency or when they
span a frequency range that does not contain relevant information, frequency filtering can be
used to filter out these frequencies and with that remove the artefacts. However, when artefacts
span multiple frequencies and these frequencies can not just be filtered out, other methods must
be used to get cleaner data. Upon reasoning about this problem, two intuitive approaches arise.
Either the artefacts can be rejected, by selecting the segments of the time-series data in which
they occur and not using them, or they can be corrected, by transforming the signal in such a way
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Figure 2.7: ICA components of EEG data. The y-axis shows 10 components as well as 3 EOG
channels. The coloured lines indicate motor imagery events. Data from Brunner et al.’s (2008)
‘The Graz dataset A’, the first training run of the first participant.

that the part of the signal that is the artefact is removed and the relevant information is kept.
When performing artefact rejection, complete segments of signals are flagged as noisy when there
is some form of justification for doing so. Biological artefacts often have recognisable patterns and
thus visualising signals and looking for such patterns can be an artefact rejection approach. It
goes without saying that such an approach is inefficient. Other justifications for rejecting certain
segments of signals are based on analysing the variance of the signal or the magnitude of voltage
increases. Additionally, it is often the case that EEG data is accompanied by other biological
signals. Comparing the two is another way of identifying artefact segments. The methods that
are often used to do artefact correction have some overlap with the feature extraction methods
that are discussed in Section 2.3.3.3. Nevertheless, in this section their application for removing
artefacts from a signal is discussed. A general assumption that is made when correcting signals
is that if two signals are statistically independent and they are combined into a single signal, this
signal can also be separated again into its statistically independent components. This process
of separation is called source decomposition and methods that are used to do this are often
based on Independent Component Analysis (ICA; Sun et al., 2005; Turnip & Junaidi, 2014),
Principal Component Analysis (PCA; Turnip & Junaidi, 2014), Signal Space Projection (SSP;
Uusitalo & Ilmoniemi, 1997), or Artefact Subspace Reconstruction (ASR; Chang et al., 2018).
ICA and PCA are both methods that separate independent signals that have been combined.
However, since it does not assume orthogonality between the individual signals, ICA is generally
assumed to be the better one. Both PCA and SSP do make this assumption, which is unrealistic
for EEG data. While all three of these are relatively expensive in terms of running time and
computational resources, ASR is an online and real-time capable component-based method. Once
signals have been separated into components, selecting which ones are artefacts and which ones
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are not can be done in two ways. Some artefacts, like those that originate from eye movements
or heartbeats, have known patterns and can be recognised manually. Figure 2.7 shows 10 ICA
components derived from the EEG data from 2.3. Aside from the 22 EEG channels, this dataset
contains 3 electrooculography (EOG) channels that record the potential that exists between the
front and the back of the human eye. By comparing these channels to the found components,
the components that correspond to eye blinks or movements can be found and nullified, thereby,
correcting artefacts. In this case, the zeroth component seems to match the second EOG channel.
Components that are not easily recognised can be linked to the area in the brain that they
originate from. This method is called source localisation. The most used approach for source
localisation is dipole fitting (Cuffin, 1998). If the origin of the components is known, irrelevant
components can be dropped. Both artefact rejection and correction often work with thresholds.
In artefact rejection, a threshold is used to determine whether or not an artefact is to be rejected.
In artefact correction, a threshold is used to determine whether or not a component should be
nullified if it matches certain artefact patterns. The fact that these methods use thresholds make
them nonlinear processes and therefore, their position in the preprocessing pipeline should be
reasoned about. Luck (2014) states that the general rule is to apply other preprocessing steps
before artefact rejection or artefact correction only if it makes these work better.

2.3.3.3 Feature extraction

Even after the original EEG signal is preprocessed and noise has been reduced as much as possible,
the resulting signal is still complex and hard to interpret. To make the signal more understandable
for both humans and the classification methods that are discussed in Section 2.3.3.4, feature
extraction methods are applied. Once more, the nonstationary nature of EEG is the main
issue for these feature extraction methods to address. For EEG feature extraction methods to be
successful, they are to extract shift-invariant features, i.e., features that are insensitive to changes
in the input’s time axis. The concept of shift-invariance is well-established in the computer vision
field, where the shifts are two-dimensional (R. Zhang, 2019). As mentioned, there is some form
of semantic overlap between feature extraction and preprocessing to remove artefacts. While it
seems as if the two are equal, they differ in their intention. The former tries to extract useful
information while the latter tries to remove useless information. Feature extraction can be done
both unsupervised as supervised and, in the context of time-series, the most popular can be
categorised under the following domains: the time domain, the frequency domain, the time-
frequency domain, and the spatial domain. In the following paragraphs, each of these domains
are explained and a number of associated feature extraction methods are discussed. Just as for
preprocessing, there is no optimal feature extraction method and selecting methods is heavily
dependent on the context in which they are used. For a more detailed review on feature extraction
for EEG, the reader is referred to the works of Al-Fahoum and Al-Fraihat (2014) and Geethanjali
et al. (2012).

Time domain When extracting features in the time domain, the data is analysed as a voltage-
over-time signal. This is the data format in which the raw signal is acquired and thus no
transformations are needed. A recent time domain feature extraction method is autoregressive
modelling (AR; Lawhern et al., 2012; Chai et al., 2017). AR consists of a linear regression of an
observation in the signal against one or more earlier observations. The AR model for a single
channel can be written as:

y(t) =

p∑
i=1

αiy(t− i) + εt (2.1)
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with p the number of points in the past used to model the current point in time and ε a zero-mean
noise process with variance σ2. The value for p is often chosen by looking at the auto-correlation
function of the signal, which shows the correlation of each data point of a signal to each other data
point. The coefficients of the AR model αi are its parameters and they can be estimated using
Maximum Likelihood Estimation (MLE; Weisberg, 1980). In the context of feature extraction
for EEG, the parameters of the AR models for each channel in the data are collected in a vector
and used as a feature to describe a signal. Other, less complex, time domain feature extraction
methods are the Mean Absolute Value (MAV), which consists of using the mean absolute value
of a signal as a feature, Zero Crossing (ZC), which takes the number of signal sign changes
as a feature, Slope Sign Changes (SSC), which takes the number of times that the slope of
the signal changes sign as a feature, and Waveform Length (WL), which takes the cumulative
length of the signal’s waveform as a feature. For details regarding these time-domain feature
extraction methods, the reader is referred to the works of Lotte (2012), Geethanjali et al. (2012),
and Sharmila and Geethanjali (2020).

Frequency domain To be able to extract features in the frequency domain, the original signal
needs to be transformed from the time domain to the frequency domain. Such a transformation
can be done through a Fourier Transform (FT; Bracewell, 1986):

ĝ(f) =

∫ +∞

−∞
g(t) · e−2πiftdt (2.2)

with g the time domain signal and ĝ the transformed signal. A FT is reversible, through an Inverse
Fourier Transform (IFT), which is why the FT is said to be a frequency domain representation
of the original signal. An IFT is defined as follows:

g(t) =

∫ +∞

−∞
ĝ(f) · e2πiftdf (2.3)

However, both of these equations are purely theoretical. In practice, a Discrete Fourier Transform
(DFT) is used to estimate the full integral solution for a finite window of samples x0, . . . , xN−1
of a signal:

xk =

N−1∑
n=0

xt · e
−2πikn
N , 0 ≤ k ≤ N − 1 (2.4)

where xk is a complex number which encodes the amplitude and phase of a sinusoidal wave with
frequency k

N cycles per time unit. Symmetrically, an Inverse Discrete Fourier Transform (IDFT)
is defined as follows:

xk =
1

N

N−1∑
k=0

xk · e
2πikn
N , 0 ≤ k ≤ N − 1 (2.5)

In practice, DFTs are almost exclusively performed using the Fast Fourier Transform algo-
rithm (FFT; Cooley & Tukey, 1965). For a detailed explanation of the FFT algorithm the user
is referred to the work of Oppenheim et al. (2001). The frequency domain representation of a
signal consists of complex numbers that capture the amplitude and phase of each of its frequency
components. While these are interesting, a well-established practice in signal processing is to
consider the squared amplitude, which is called the power. The collection of squared amplitudes
of the DFT representation of a signal is called a periodogram. It must be noted that when a
periodogram is computed, the variance of the power estimates does not decrease as the number
of samples of the signal increases. To mitigate this, Power-Spectral Density (PSD) estimation
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Figure 2.8: Power spectral density estimation of EEG data. The peaks at 50 Hz and 100 Hz are
caused by electrical noise. Data from Brunner et al.’s (2008) ‘The Graz dataset A’, the first
training run of the first participant.

algorithms often average periodograms of multiple possibly overlapping segments of the signal.
An example of a well-known PSD estimation algorithm is Welch’s (1967) method. For detailed
explanations of a variety of PSD estimation algorithms the user is once more referred to the work
of Oppenheim et al. (2001).

Once the signal is in the frequency domain, frequency domain features can be extracted. A
number of examples of frequency domain features that are used in EEG BCIs are PSD (Bascil
et al., 2016; Chakladar & Chakraborty, 2018), band power (Serdar Bascil et al., 2015; Kreilinger
et al., 2016), which uses PSD to calculate the average frequency band power as a feature, and
the spectral centroid (Murugappan et al., 2014), which is a measure of spectral position and
shape that represents the centre of mass of the frequency spectrum. Figure 2.8 gives a PSD
estimation for the data from Figure 2.3. The peaks at 50 Hz and 100 Hz are caused by electrical
noise originating from power-lines, as mentioned in Section 2.3.3.2.

Time-frequency domain An issue with feature extraction methods for the time domain and
the frequency domain is that they lack information about each other. Time-frequency domain
feature extraction methods address this issue. These feature extraction methods are thought to
be very promising for BCI research (Rashid et al., 2020). An intuitive time-frequency domain
feature is a Short Time Fourier Transform (STFT; Zabidi et al., 2012). A STFT consists of
dividing an input signal into multiple short time windows and applying a FT to these separately
to get frequency domain data segments. To each of these, frequency domain feature extraction
methods can be applied, resulting in features that are parameterised by both frequency and time.
Therefore, a STFT is similar to Welch’s method, however, at the end of Welch’s method, the
PSDs of the segments are averaged to get the PSD of the complete signal and thus the temporal
information is lost. A limitation of a STFT is the trade-off between the time and frequency
resolutions due to the finiteness of the chosen time window. If a narrow time window is chosen,
time resolution will be good, but frequency resolution will suffer, and vice versa. An alternative
that tries to improve on this is Wavelet Transformation (WT; H. K. Lee & Choi, 2019; Guo et
al., 2015). Instead of moving a time window over the original signal, WT uses a wavelet to do
this. A wavelet is a wave-like function that is not only parameterised by time but also by scale,
effectively allowing WT to also change the size of its version of the time window. Instead of doing
a FT per time window, WT consists of calculating the product of the signal and the wavelet at

19



each time step. By repeating this process for a range of wavelet scales, both time and frequency
information is captured in the resulting signals, which in contrast to those of a STFT, each have
a different frequency resolution. A distinction is made between continuous and discrete wavelet
transformation. The former applies every possible wavelet in a range of scales and time steps.
The latter applies only a finite number of wavelets, defined for a specific set of scales and time
steps.

Spatial domain Extracting features in the spatial domain means extracting, from the EEG
signal, information that captures where in the brain the signal was produced. Section 2.3.3.2
explains that due to conduction, the signals that are recorded by the electrodes are an interweav-
ing of signals that originate from different sources in the brain. Through spatial filtering, it is
possible to remove these spatial artefacts from the signals. However, the preprocessing methods
that can be used for this purpose all assume that their input is stationary. When the input is a
nonstationary signal such as EEG, it is better to use adaptive spatial filters. This type of filters
derives its weights directly from the spatial properties of the signal and thus is not affected by
the nonstationarity of its input. A supervised approach consists of giving the raw EEG signal to
a neural network and trying to learn a good spatial filter through backpropagation and gradi-
ent descent (Robbins & Monro, 1951). However, there are two disadvantages to this approach:
the fact that it is supervised and thus training examples are needed as well as the possibility
of gradient descent ending up in a local minimum. Because of the lack of labelled data in the
EEG classification field, unsupervised methods are a better fit. Examples are methods such as
ICA and PCA, which try to learn spatial filters that extract dominant features in their input
without considering the labels. The disadvantage of these methods is that there is no guarantee
that the found features capture the desired spatial information. As explained in Section 2.3.3.2,
they are used in multiple contexts and thus they are not tailored to spatial filtering. Lastly, an
approach that has gained attention recently tries to make the spatial filtering problem solvable
by introducing additional assumptions. A successful example of such an approach is the CSP al-
gorithm (Koles et al., 1990). CSP assumes that the frequency band and time window are known
and that the signal is jointly Gaussian10 within the time window. Through these assumptions,
the CSP algorithm tries to learn a set of linear transformations that can separate the input signal
into components that are maximally different in variance, between the time windows. Due to
the dependence of CSP on the person-specific frequency band, multiple extensions have been
applied to CSP. An example is the Filter Bank Common Spatial Pattern (FBCSP; Ang et al.,
2008), which consists of applying CSP to a range of frequency bands and combining the found
features in one large feature vector.

2.3.3.4 Classification

The last step in the BCI pipeline is the classification of the preprocessed and possibly feature ex-
tracted data. While it is possible to classify EEG data using regression, the current trends favour
pure classification methods. Most conventional classification methods have been applied to EEG:
k-Nearest Neighbours (Bablani et al., 2018), support vector machines (Rakotomamonjy et al.,
2005), linear discriminant analysis (Long et al., 2012), feed-forward neural networks (Haselsteiner
& Pfurtscheller, 2000), etc. For a detailed review, the reader is referred to the work of Lotte et
al. (2007). In this section, the focus lies on deep learning approaches. While the conventional
methods have had great successes, the nature and shortage of EEG data in combination with
the expert knowledge that is needed to extract features from it have made researchers try new
approaches. Due to its ability to extract features from data while learning and the recent increase

10A signal is jointly Gaussian when it is a linear combination of Gaussian components.
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Figure 2.10: Example structure of a Deep Belief Network.

in EEG data, deep learning has become the most recent addition to the assortment of machine
learning methods that are researched in the context of EEG classification.

In what follows, three of the most successful deep learning approaches to EEG classification
are discussed. These approaches have been chosen because of their relevance to this thesis. For
a more detailed review of deep learning approaches for EEG classification, the reader is referred
to the works of Roy et al. (2019) and Craik et al. (2019).

Deep Belief Networks A Deep Belief Network (DBN), when used for classification, is a deep
learning model that has a structure identical to that of a Multi-Layer Perceptron (MLP) but
differs in the type of its connections. Both DBNs and MLPs consist of fully connected layers.
However, while connections in MLPs can only go in one direction, a DBN uses undirected con-
nections. Another difference is that MLPs are only trained using backpropagation, while DBNs
also go through a pretraining phase. The layers in a DBN can be seen as Restricted Boltzmann
Machines (RBM), which are an adaption of traditional Boltzmann Machines (Ackley et al., 1985)
which are undirected and fully connected graphs. Figure 2.9 gives graphical examples of tra-
ditional and restricted Boltzmann Machines. The restriction that RBMs have over traditional
BMs is that they require their neurons to form a bipartite graph. Such a restriction makes a
clear distinction between two types of nodes: input nodes and hidden nodes. Figure 2.10 gives a
graphical representation of an example of a DBN. In a DBN, the hidden nodes of each RBM are
the input nodes of the next RBM. Before a DBN is trained as a whole, each of its RBMs is sepa-
rately trained to reconstruct its input as accurately as possible using an unsupervised algorithm
called Contrastive Divergence (Hinton, 2002). By first pretraining each RBM separately, they
can already learn to detect patterns without needing a labelled dataset. Once each RBM has
had its pretraining, the complete DBN can be finetuned on a classification task by using back-
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Figure 2.11: Example structure of a Recurrent Neural Network.

propagation and a relatively small labelled dataset (Hinton et al., 2006). Due to only needing
a small labelled dataset and the ability to learn positional information through the undirected
connections, DBNs have been used for classifying EEG (Z. Lu et al., 2018; T.-J. Lee & Sim,
2015).

Recurrent Neural Networks A Recurrent Neural Network (RNN) is a deep learning ar-
chitecture that is specifically designed for learning from sequential data. Figure 2.11 gives a
graphical representation of an example of a RNN. RNNs use directed connections between layers
and additional recurrence connections within layers. When a data sequence is given to the input
layer of a RNN, each of its tokens is processed sequentially and each time a neuron receives
information from the previous layer, it also passes itself its own learned information. By doing
this, RNNs can capture the positional information in its input. Due to the vanishing/exploding
gradients problem in RNNs (Hochreiter, 1998), various adaptions of RNNs were created. An
example that addresses the issue uses Long Short-Term Memory units (LSTM; Hochreiter &
Schmidhuber, 1997) instead of traditional neurons. Such LSTM units use combinations of input,
forget, and output gates, to be able to process data sequentially while keeping their state over
time. Nevertheless, LSTM networks only suppress the vanishing/exploding of gradients, they do
not exclude it. Moreover, while training RNNs can be very slow due to the fact that each input
token needs to be passed separately and thus parallelisation is not possible, due to the added
complexity, training RNNs with LSTM units is even slower. Despite all this, RNNs have been
used for EEG classification to some extent (Michielli et al., 2019; Li et al., 2016).

Convolutional Neural Networks Convolutional Neural Networks (CNN; LeCun et al., 1989)
are a type of deep learning architecture that have had great success in classifying images
(Krizhevsky et al., 2012; Simonyan & Zisserman, 2015). Just like RNNs, CNNs have the ability to
capture positional information. However, RNNs do this in a sequential and thus one-dimensional
way, while CNNs have the ability to capture multidimensional information. In the context of
classifying EEG, it could be said that RNNs are a better match since EEG is a time-series and
thus sequential. However, through the correct choice of feature extraction, CNNs have recently
been able to achieve significant success (Olivas-Padilla & Chacon-Murguia, 2019; Amin et al.,
2019; Tayeb et al., 2019). Figure 2.12 gives a graphical representation of an example of a CNN.
Typically, CNNs implement three main concepts: convolution operations, local connectivity, and
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Figure 2.12: Example structure of a Convolutional Neural Network with a kernel of size 3.

pooling.
In the one-dimensional case, convolution consists of an operation on two functions x(t) and

w(a):

s(t) =

∫
x(a)w(t− a)da = (x× w)(t) (2.6)

with x(t) often referred to as the input, w(a) as the kernel, and s(t) as the output. Theoretically,
convolution is defined for any two functions for which the above integral is defined. As an
example, imagine an EEG time-series signal x(t) and a weighted average kernel w(a) resulting in
a convolution output s(t) which gives a smoothed version of the EEG signal. In practice, time
is discretised and x(t) consists of samples x0, . . . , xn conforming to the recording sampling rate.
Therefore, in practice, discrete convolutions are used:

s(t) =

n∑
a=0

x(a)w(t− a)da = (x× w)(t) (2.7)

Finally, in CNN models, both the input and the kernel are usually multidimensional arrays.
The kernel array then consists of parameters that are learned. In the two-dimensional case, the
formula becomes:

S(i, j) =
∑
m

∑
n

I(m,n)K(i−m, j − n) = (I ×K)(i, j) (2.8)

In neural networks, convolution can be seen as matrix multiplication where several matrix entries
are constrained to be the same as others. This practice is often denoted parameter sharing or
tied weights.

Typically, CNNs only connect the neurons of a layer to neurons in the next layer when they
are spatially close to them. This is called local or sparse connectivity and it corresponds to using
kernels that are smaller than the input. Consequently, CNNs requires less parameter storage
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as well as fewer operations when compared to fully-connected neural networks. In addition, the
tied weights in the kernel matrix reduce parameter storage requirements even more. Most im-
portantly, the use of kernels that are smaller than the input allows for finding small, meaningful,
and shift-invariant features in very large inputs. Shift-invariant features are features that are
minimally influenced by shifts in the input, a very desirable property in the context of image
recognition and EEG or any other time-series.

As can be seen in Figure 2.12, a typical CNN combines convolution with a nonlinear activation
function, for example, the Rectified Linear Unit (ReLU) activation function. ReLU maps an
input value to the maximum of that input value and zero. Convolution is inherently linear
and thus, to increase the CNNs expressive power, nonlinear activation functions are crucial.
Additionally, convolution is usually followed by a pooling layer. A pooling layer receives the
activation values from a previous layer and transforms these into summary statistics that describe
groups of inputs. Examples of pooling functions are max pooling, which outputs the maximum
activation value within a rectangular neighbourhood, average pooling, which outputs the average
activation value of a rectangular neighbourhood, and weighted average pooling, which outputs
a weighted average based on the distance to the centre of some form of neighbourhood. Just as
using kernels that are smaller than the input, pooling layers aim to reduce the influence of shifts
in the input.

2.3.3.5 Evaluation

In a research context, classification accuracy is the most used evaluation metric for EEG classifi-
cation. A BCI that classifies its input correctly is seen as a performant BCI. In some cases, BCI
researchers also look at metrics that are calculated from the confusion matrix: sensitivity, speci-
ficity, or precision. Receiver Operating Characteristics (ROC) and Area Under the Curve (AUC)
are often utilised as well (Sameer et al., 2020). In other cases, task-specific metrics are estab-
lished (H. Wang et al., 2014; Chung et al., 2019). However, when deploying BCIs in a real-world
scenario, many other factors come into play. Examples are user experience and acceptance. It
is a general issue in machine learning research that such deployment factors are not accounted
for (D’Amour et al., 2020), BCI research included (Dillen et al., 2022). Nevertheless, when in-
troducing new methods, it remains the standard to start with an initial evaluation phase where
metrics such as classification accuracy and the other aforementioned are implemented. The work
that is presented in this thesis is an example of such work. Finally, it must be noted that in an
offline research setting such as the setting of this thesis, metrics are calculated on prerecorded
datasets using strategies such as train-test splits and cross-validation. When doing so, splits can
be made on different levels: the trial level, the run level, the session level, or the participant
level. Depending on the research question, the most fitting level should be chosen.

2.4 Transfer learning

2.4.1 Introduction

Transfer learning is the concept of storing learned knowledge for one problem and trying to
transfer it to the solving of another related problem. Pan and Yang (2010) state that the
assumption that training and testing data must come from the same domain and must have
the same distribution is very common in machine learning but does not hold in various real-
world applications. By considering data with different features or that is distributed differently,
the performance of machine learning algorithms could be greatly improved and data-labelling
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issues reduced. Transfer learning is supposed to address this. However, it comes with its own
difficulties.

In what follows, firstly, a brief history of transfer learning is given. Afterwards, a number
of notations and definitions are established. Subsequently, a number of related paradigms are
briefly explained and compared to transfer learning. Thereafter, a taxonomy of transfer learning
is established and discussed. Lastly, transfer learning is briefly framed in the context of BCIs.
It is important to note that transfer learning is a fairly novel research area and no single agreed
taxonomy exists. Various works name and group methods in various different ways. The following
sections use the well-established works of Pan and Yang (2010) and Zhuang et al. (2021) as
guidelines.

2.4.2 History

Contrary to popular belief, transfer learning was not first introduced in the early 1990’s (Pratt
et al., 1991; Pratt, 1992) but much earlier in 1976 by Bozinovski (2020). The work of Bozinovski
(2020) presents a mathematical model and geometric interpretation of transfer learning as well as
a measure of transfer learning indicating positive, negative, and no transfer learning. According
to Tan et al. (2018), this measure has been very relevant for current transfer learning attempts.
Later work such as that of Pratt et al. (1991) and Pratt (1992) builds further on transfer learn-
ing, coming up with new types of algorithms such as the discriminability-based transfer (DBT)
algorithm. Research evolved to investigate transfer learning for a variety of fields such as natural
language processing (Blitzer et al., 2006, 2007; Arnold et al., 2007), image recognition (Wu &
Dietterich, 2004), and cognitive science (Pratt & Jennings, 1996). Presently, transfer learning is
believed to be very promising for the commercial success of machine learning.

2.4.3 Formal definition and notation

The notations and definitions that are established in this section are mostly adopted from the
work of Pan and Yang (2010).

Definition 1 A domain D consists of two components: a feature space X and a marginal prob-
ability distribution P (X), with X = {x1, . . . , xn} ∈ X .

For example, if the learning task consists of classifying EEG and the samples of an event win-
dow are seen as features, then xi is a single time-point and X is a particular learning sample.
Generally, for two domains to be different, either their feature spaces, their marginal probability
distributions, or both are different.

Definition 2 Given a domain D = {X , P (X)}, a task consists of two components: a label space
Y and an objective predictive function f(·), such that T = {Y, f(·)}.

The predictive function f(·) is expected to be learned from the training data, which consists of
pairs {Xi, yi}, with Xi ∈ X and yi ∈ Y. Once learned, f(·) can be used to predict the label of a
new unseen instance X, f(·) can be rewritten as P (Y | X). In the EEG classification example,
Y is the set of all possible event labels, for example, ‘left hand’ and ‘right hand’.

For simplicity, Pan and Yang (2010) only consider the transfer learning case where there is
exactly one source domain Ds and exactly one target domain DT . Pan and Yang (2010) claim
that this is the most popular case in literature and that the choice is therefore justified. The
source domain data is then denoted as DS = {(XS1

, yS1
), . . . , (XSnS

, ySnS )}, the target domain
data is denoted DT = {(XT1

, yT1
), . . . , (XTnT

, yTnT )}, with XTi ∈ XT and yTi ∈ YT . In typical
cases, 0 ≤ nT � nS .

25



Definition 3 (Transfer Learning) Consider DS a source domain and TS a learning task, and
DT a target domain and TT a learning task. Transfer learning consists of trying to improve the
learning of the target predictive unction fT (·) in DT , using the knowledge in DS and TS, with
DS 6= DT or TS 6= TT .

The condition DS 6= DT refers to XS 6= XT or PS(X) 6= PT (X), hence, the source and target
domains have different feature spaces or marginal probability distributions. For example, in the
EEG classification example, between the source event window set and the target event window
set, either the features are different (e.g., longer event windows), or their marginal distributions
are different (e.g., the event windows come from a different run, session, trial, or even participant).

Similarly, the condition TS 6= TT refers to YS 6= YT or P (YS | XS) 6= P (YT | XT ), hence, the
source and target domains have different label spaces or conditional probability distributions.
For example, in the EEG classification example, between the source task and the target task,
either the label spaces are different (e.g., more possible events: ‘left foot’ and ‘right foot’), or
their conditional probability distributions are different (e.g., the source and target event windows
are unbalanced in terms of classes).

When the source and target domains are equivalent, i.e., DS = TT , and the source and target
tasks are equivalent as well, i.e., TS = TT , then the problem is a traditional machine learning
problem. Transfer learning is said to be positive if it improves the performance compared to
when only TT and TT are used, otherwise it is said to be negative. Depending on which of the
inequalities apply, transfer learning can take on a variety of different forms. Lastly, if there exists
some form of relation, explicit or implicit, between the feature spaces of two domains, it is said
that these domains are related.

2.4.4 Related paradigms

A number of paradigms that are closely related to transfer learning exist. The following sec-
tions briefly explain them, clarifying their differences and similarities when compared to transfer
learning.

2.4.4.1 Supervised learning

Supervised learning is the traditional case of machine learning where DS = TT and TS = TT .
If no labelled data is available, this becomes unsupervised learning, which is mostly concerned
with clustering, grouping, or dimensionality reduction.

2.4.4.2 Semisupervised learning

Semisupervised learning lies in between unsupervised and supervised learning. The goal of
semisupervised learning is to reduce the need for labelled data by also training a model using a,
typically, large set of unlabelled data (Chapelle et al., 2006). When practising semisupervised
learning, it is still the case that DS = TT and TS = TT and thus both labelled and unlabelled
instances are drawn from the exact same distribution. On the other hand, when practising
transfer learning, source and target data distributions are usually different. Pan and Yang (2010)
state that in the context of transfer learning, the term ‘semisupervised’ is controversial due to
its ambiguity. In the context of transfer learning, it is not clear whether the label information
of the source or target domain is unavailable.

26



2.4.4.3 Self-supervised learning

Self-supervised learning is an unsupervised learning paradigm that, instead of focusing on cluster-
ing, grouping, or dimensionality reduction, aims to draw conclusions for regression and classifica-
tion tasks (Jing & Tian, 2021). Through domain knowledge, models can be made to understand
the underlying properties of the data and in that way learn some form of supervisory signal, which
is not exactly a label but does contain information regarding the data. In itself, self-supervised
learning has no aspect of transfer learning. However, typically, self-supervised learning is used in
a semisupervised or pretraining context. In such cases, the representations that the model learns
when training on the supervisory signal, this task is often called the pretext task, are finetuned to
a downstream task using a labelled dataset. As an example, imagine a large unlabelled dataset
of images U . From this dataset U , a new dataset V is generated by lowering the resolution of the
images ui from the original dataset, resulting in images vi. A possible self-supervised learning
approach would then consist of training a model using the labelled dataset U ×V which consists
of input-label pairs (vi, ui), with ui the label. Such labels are semantically different from class
labels, as in self-supervised learning the goal is not to perform classification but rather to train a
model to learn generalised and meaningful representations from unlabelled data. At this point,
no transfer learning has been performed. If afterwards, the trained model that has learned mean-
ingful representations in the pretext task is finetuned to classify a dataset of labelled images,
one can speak of semisupervised learning if the images come from the exact same distribution as
those in U and from transfer learning otherwise.

2.4.4.4 Multitask learning

Multitask learning consists of simultaneously learning a group of related tasks (Caruana, 1997).
The goal of multitask learning is to improve performance on each task by taking advantage of
the relations between them and thus generalising over them. The crucial difference between
multitask and transfer learning is that the former treats each task as equivalently important,
while the latter focuses on the target task. Nevertheless, both of these paradigms try to improve
performance by transferring information.

2.4.5 Taxonomy

Pan and Yang (2010) establish a taxonomy of transfer learning based on their formal definition.
Figure 2.13 gives a graphical reconstruction of said taxonomy. Three settings that relate to dif-
ferent source and target task situations are established: inductive transfer learning, transductive
transfer learning, and unsupervised transfer learning.

The following sections briefly explain the three situations of transfer learning. For a more
detailed review, the reader is referred to the works of Pan and Yang (2010) and Zhuang et al.
(2021).

2.4.5.1 Inductive transfer learning

Definition 4 (Inductive Transfer Learning) Given a source domain DS and learning task
TS, a target domain DT and learning task TT , inductive transfer learning aims to improve the
learning of the target predictive function fT (·) in DT using the knowledge in DS and TS, with
TS 6= TT .

In this transfer learning setting, the target task is different from the source task, regardless
of the equivalence of the source and target domains. Inductive transfer learning paradigms
require labelled data from the target domain to induce a target predictive function. Depending
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Figure 2.13: A taxonomy of transfer learning. Figure after Pan and Yang (2010)
.

on the availability of labelled data from the source domain, inductive transfer learning can be
further divided into two groups. Either there is labelled data from the source domain or there
is none. When labelled data is available from the source domain, Pan and Yang (2010) state
that, aside from the mentioned differences, inductive transfer learning is similar to the multitask
learning paradigm. When no labelled data is available from the source domain, depending on
what is transferred, inductive transfer learning can be very similar to the self-taught learning
paradigm (Raina et al., 2007). In the self-taught learning paradigm, the label spaces between the
source and target domains may differ. Therefore, the information that is learned in the source
domain can not directly be transferred to the target domain.

2.4.5.2 Transductive transfer learning

Definition 5 (Transductive Transfer Learning) Given a source domain DS and learning
task TS, a target domain DT and learning task TT , transductive transfer learning aims to improve
the learning of the target predictive function fT (·) in DT using the knowledge in DS and TS, with
DS 6= DT and TS = TT .

With transductive transfer learning, the source and target tasks are equivalent, while the
domains are different. With no labelled data from the target domain, transductive transfer
learning paradigms require labelled data from the source domain. Pan and Yang (2010) further
divide this paradigm into two cases: either the future spaces in the source and target domains are
different, or they are the same but the marginal probability distributions are different. The second
case is the most prevalent and Pan and Yang (2010) compare it to domain adaptation (Daumé
& Marcu, 2006) or to situations where there is a sample selection bias (Zadrozny, 2004) or a
covariate shift (Shimodaira, 2000).
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2.4.5.3 Unsupervised transfer learning

Definition 6 (Unsupervised Transfer Learning) Given a source domain DS and learning
task TS, a target domain DT and learning task TT , unsupervised transfer learning aims to improve
the learning of the target predictive function fT (·) in DT using the knowledge in DS and TS, with
TS = TT and YS = YT are not observable.

In unsupervised transfer learning there is no labelled data available from any domain. The
target predictive function predicts latent variables such as clusters or reduced dimensions. Ample
research regarding unsupervised transfer learning exists. Pan and Yang (2010) mention the
transfer of clusters (W. Dai et al., 2008) and dimensionality reductions (Z. Wang et al., 2008).

2.4.6 Transfer learning in BCIs

Due to inter- and intra-person variability and the nonstationary nature of many neuroimaging
modalities, every trial, run, session, or participant, can be seen as belonging to a slightly different
domain. Coincidentally, transfer learning in BCI research has almost exclusively happened as
some form of domain adaptation. Such transfer learning paradigms are mostly concerned with
adapting a certain set of source domains to one or more specific target domains, where both sides
can consist of trials, runs, sessions, or participants. A prevalent example of transfer learning in
BCIs is domain adaptation of CSPs (Krauledat et al., 2008; Fazli et al., 2009). Additionally,
domain adaptation paradigms that work through pretraining and finetuning have been success-
ful, cross-participant (Dose et al., 2018; Fahimi et al., 2019) and within-participant (Schwemmer
et al., 2018). Recently, however, efforts have been going towards a transfer learning paradigm
very similar to domain adaptation, i.e., domain generalisation. Domain generalisation considers
no specific target domains, but rather attempts to transform the data from the source domains
in such a manner as to make them most useful for any new relevant target domain (Kostas &
Rudzicz, 2020). Relevant examples of domain generalisation methods for BCIs are Riemannian
alignment (Yger et al., 2017; Zanini et al., 2018; He & Wu, 2020) and Euclidian Space align-
ment (He & Wu, 2020; Kostas & Rudzicz, 2020). Additionally, variational autoencoders have
been researched (Özdenizci et al., 2019) and, recently, self-supervision (Banville et al., 2019;
Kostas et al., 2021). Given the complexity that inter- and intra-person variability and nonsta-
tionarity introduce to BCIs, transfer learning paradigms such as domain generalisation can be
very interesting. In that light, the work that is presented in this thesis aims to get insight towards
domain generalisation for EEG classification.

2.5 Natural language processing

2.5.1 Introduction

Processing natural language using computers is a practice that has existed since the second World
war (Jones, 1994). The conversion between human languages or between human language and
computer language is a topic that has been researched for a long time. Just as EEG classification,
NLP has benefited a great deal from the recent advances in deep learning (Vaswani et al., 2017;
Devlin et al., 2019; Z. Dai et al., 2019; Radford et al., 2019). Additionally, just as for all machine
learning tasks, NLP suffers from the lack of labelled data. Because of this, various attempts have
been made that try to create deep learning architectures that are able to learn with a minimum of
labelled data (Devlin et al., 2019; Lan et al., 2020; Liu et al., 2019; Radford & Narasimhan, 2018;
Yang et al., 2019). A common pattern in these attempts is self-supervised learning. NLP models
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are often categorised by the structure of their input and output: sequence-to-vector models take
as input a sequence of vectors and they output a single vector, vector-to-sequence models do the
opposite, and sequence-to-sequence models take a sequence of vectors as input and they output
a sequence of vectors. It is not difficult to imagine the NLP tasks that each of these model
categories can be used for. The focus here lies on a specific type of sequence-to-sequence model:
the transformer (Vaswani et al., 2017). This type of model has recently gained a lot of traction
in the NLP field and various variants of the model exist, each with their own advantages and
disadvantages.

The following two sections discuss, respectively, a brief history of NLP and the transformer
model.

2.5.2 History

As mentioned, early forms of NLP have existed since the second world war. Patents for ‘trans-
lation machines’ were applied for even earlier (Daumas, 1965). The NLP machines that were
devised at this time were very simplistic and would consist of translating input using a dictionary
and a number of combination rules (Hutchins, 2004). It is only after Chomsky (1957) published
‘Syntactic Structures’ that NLP research started its evolution towards what is now known as
NLP. At first, NLP systems mostly consisted of complex sets of hand-written rules (Winograd,
1971; Bundy & Wallen, 1984). However, in the 1980’s, due to the introduction of machine
learning algorithms that could be used for NLP, the systems drastically changed. Important
factors for this change were the continuous increase in computational power and the fact that
researchers became increasingly sceptical towards Chomsky’s theories (Wermter et al., 1996).
Chomsky claimed that language is generative in nature and thus that it can be generated by
mathematical rules. In contrast, researchers that believed in the machine learning approach
thought that linguistic rules are of no use to NLP and a purely statistical approach would be
best. The linguistic approach to NLP saw a decline in produced results while the statistical
approach gained more and more traction. The introduction of deep learning was crucial for NLP
as nearly all present state-of-the-art NLP models are deep learning models. Presently, to cope
with the deficit of labelled NLP datasets, various NLP research goes towards self-supervised and
semisupervised learning algorithms (Qiu et al., 2020).

2.5.3 Transformers

Transformers are deep learning NLP models that were originally designed to combat the long-
range dependency problems faced by RNN and LSTM models, which were previously used for
sequence-to-sequence NLP tasks (Vaswani et al., 2017). Unlike RNNs, Transformers do not
have recurrent connections to capture long-range dependencies. However, to tackle the issue of
memory, transformers perceive entire sequences simultaneously and they make use of the concept
of self-attention.

In what follows, the different techniques that are combined in the original transformer are
discussed in a bottom-up manner. Afterwards, the architecture of the transformer is explained
as a whole. The section ends with a discussion on a specific adaptation of the transformer, i.e.,
the one that is used in this thesis.

2.5.3.1 Tokenisation

For a computer to be able to understand natural language, a transformation into numbers is
required. A very simple example of such a transformation consists of assigning every possible
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natural language word a different number and transforming input sentences using these assign-
ments. More complex methods of tokenisation exist. For example, the transformer makes use
of a bytepair encoding (BPE; Suarjaya, 2012). BPE consists of iteratively replacing the most
frequent pair of bytes in a sequence with a single new byte. Sennrich et al. (2016) adapted this
algorithm to allow for encoding words instead of bytes. While the original BPE algorithm merges
the most frequent pair of bytes, the adapted algorithm merges characters.

2.5.3.2 Text embeddings

While the transformation of natural language into numbers is enough to allow for computers to
be able to handle it, learning from it is another question. For learning algorithms to be able
to learn from natural language, the vectors of numbers that are given to them should contain
meaning. This is what text embeddings are for. Text embeddings transform the variable-length
token vectors into dense fixed-length real-valued vectors that encode the meaning of the word
such that words that are closer in the vector space are expected to be similar in meaning. While
text embeddings can be calculated using external pretrained models, the original transformer
makes use of an embedding layer that learns word embeddings along with the complete model.
The embedding layer consists of a large lookup table that stores an embedding for every possible
token. These embeddings are adapted during the training of the model (Vaswani et al., 2017).

2.5.3.3 Positional embeddings

As mentioned, the transformer makes up for the lack of recurrence using self-attention. By not
using recurrence, transformers can be trained much faster than RNNs, as complete sentences
can be handled at once. However, self-attention does not completely make up for losing recur-
rence. While transformers get complete sentences as input, each input word is treated separately.
Therefore, the information that is contained in the position of the word in the sentence is lost. To
solve this, a positional embedding vector, which captures the positions of the words in the input
sequence, is added to each text embedding vector. Positional embeddings can be learned as well
as fixed (Gehring et al., 2017). The original transformer makes use of fixed sinusoidal positional
embeddings (Vaswani et al., 2017). The authors state that similar results were achieved using
learned positional embeddings.

2.5.3.4 Attention

The transformer substitutes recurrence in its layers with self-attention layers. Said layers try
to capture the information that inputs contain about each other. The most simple version of
self-attention works as follows. During training, three large matrices are learned: the query W q,
key W k, and value W v matrices. When a sequence of embedded inputs enters a self-attention
layer, each of its parts is multiplied by these matrices, resulting in three new vectors for each of
the inputs, i.e., the query ~q, key ~k, and value ~v vectors:

~qi = ~xi ·W q (2.9)

~ki = ~xi ·W k (2.10)

~vi = ~xi ·W v (2.11)

Subsequently, score vectors ~zi are calculated for each combination of inputs by multiplying (dot

product) their query vectors ~qi and key vectors ~ki. The outputs are then calculated by summing
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each of these products after multiplying them with their respective value vectors ~vi:

~yi =

n∑
j=1

(~qi · ~kj) · ~vj (2.12)

The output vectors ~yi are then supposed to contain contextual information. The above trans-
formation process describes the simplest version of self-attention. To make self-attention more
scalable and powerful, Vaswani et al. (2017) implement multi-heading. Splitting into attention
heads or multi-heading consists of dividing an embedded input ~xi into n subvectors and applying
self-attention to each of these separately. The original transformer uses an embedding size of
512. Therefore, it divides every embedded input vector into vectors of size 512

n , where n signifies
the number of heads. Each of these subvectors goes through their own self-attention process.
Afterwards the 512

n resulting output vectors are concatenated into 1 and transformed such that
they are suitable as input for the next layer. This projection transformation is implemented
through a matrix product where the transformation matrix is learned by training the model. A
good graphical representation of the multi-headed self-attention process is given by Alammar’s
(2018) “The Illustrated Transformer”.

2.5.3.5 Layer normalisation

To reduce training time as well as optimise learning, the transformer normalises the activities of
its neurons in a layer-wise manner (Ba et al., 2016). Layer normalisation consists of normalising
neuron activations using the mean and standard deviation of a single layer. Suppose l is a hidden
layer in a feed-forward network and hli are its inputs. Traditionally, the outputs hl+1

i of l are
calculated through a linear projection using weight matrix W l:

hl+1
i = f(ali + bli) (2.13)

and:

ali = wlih
l
i (2.14)

with f(·) a non-linear activation function and bli a scalar bias parameter. Ba et al. (2016) state
that there is a strong dependency between the gradients of the weights wli in a layer and the
outputs hl−1i of the previous layer and that this can result in deep learning networks suffering
from the ‘covariate shift problem’. Such networks are so fixated on the patterns that they learned
during training that when their input distribution changes (shifts), they fail to understand new
patterns. To reduce this dependency, Ba et al. (2016) suggest to normalise a layer’s activation
values ali:

a′
l
i =

ali − µl

σl + ε

where ε ensures numerical stability for when the denominator becomes zero by chance and µl

and σl denote, respectively, the layer-wise mean and standard deviation:

µl =
1

H

H∑
i=1

ali, σl =

√√√√ 1

H

H∑
i=1

(ali − µl)2

Additionally, the resulting normalised activation values a′
l
i are to be scaled and shifted:

a′′
l
i = γa′

l
i + β

where γ and β are learnable scaling and shifting parameters, respectively.
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2.5.3.6 Architecture

The original transformer first introduced by Vaswani et al. (2017) consists of an encoder-decoder
architecture. Figure 2.14 gives a graphical representation of the transformer architecture.

Once the words in an input sequence are tokenised and embedded, they are passed on to a set
of encoder blocks. Each encoder block consists of a multi-headed attention layer followed by a
feed-forward layer. The transformer’s feed-forward layers consist of fully connected feed-forward
neural networks that are its processing cores. Once self-attention has added the relevant context
into the inputs, these layers will process them. The same feed-forward network is independently
applied to each input. In the original transformer, the feed-forward networks consist of two layers.
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Figure 2.14: Transformer architecture. Figure after Vaswani et al. (2017).
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The shared hidden layer between them has four times the size of the embedding size. Vaswani
et al. find a factor of 4 to be enough to provide the transformer with sufficient representational
capacity to be able to handle a variety of tasks. After every self-attention layer and feed-forward
layer, the transformer applies layer normalisation in combination with a residual connection.
Figure 2.14 shows that before every layer normalisation, an addition operation is performed,
adding the inputs of the previous layer to its outputs. Residual connections are often implemented
to allow gradients to flow through the network directly, counteracting the vanishing gradients
problem.

The decoder part of the transformer is autoregressive, meaning that it begins with a start-of-
sequence token and iteratively generates the next token. Every iteration, its generated output is
added to its inputs. The decoder part stops once it generates an end-of-sequence token. Just as
for the encoder part, inputs are tokenised and embedded. The embedded vectors are then passed
on to a set of decoder blocks, as many as there are encoder blocks. Each decoder block consists of
a masked multi-headed attention layer, a multi-headed attention layer, and a feed-forward neural
network. The decoders also follow each of these up with a combination of layer normalisation and
a residual connection. Masked self-attention consists of setting to infinity the scores of inputs
with respect to inputs that have not yet been generated. Doing this is required as the future
inputs are not yet accessible. The second multi-headed attention layer in the decoder blocks uses
the outputs of the encoders as key and query vectors and the outputs of the masked attention
layer as value vectors. By doing this, the encoder part’s input is compared to the decoder part’s
input and thereby the decoders can learn which encoder inputs are to be focused on.

The set of decoder blocks is followed by a linear layer and a softmax layer, allowing to
calculate probabilities for each possible output token. The token that corresponds to the highest
probability is the output of the model.

2.5.3.7 The Generative Pretrained Transformer

Many successful adaptions of the transformer exist, for example BERT (Devlin et al., 2019),
which consists of only encoders, and GPT (Radford & Narasimhan, 2018), which consists of only
decoders. In the context of this thesis, the latter is discussed.

The Generative Pretrained Transformer (GPT; Radford & Narasimhan, 2018) and its suc-
cessors GPT2 (Radford et al., 2019) and GPT3 (Brown et al., 2020) are adaptations of the
transformer that consist of only the decoder part. Figure 2.15a gives a graphical representation
of the architecture of GPT. The model consists of 12 decoder blocks, each of which consists of
a masked multi-headed attention layer and a feed-forward layer. Just as the transformer, GPT
follows each of these up with a combination of layer normalisation and a residual connection.
The decoder blocks are preceded by a text and position embedding process. While transformers
use a learned text embedding and a fixed position embedding, for GPT, the decision was made
to learn both. Similarly to how the transformer generates the next token, i.e., through a linear
layer and a softmax layer, GPT can be used to generate following tokens.

It is important to note that there is a significant difference between GPT and its successor
GPT2, which is used in this thesis. Figure 2.15b gives a graphical representation of a GPT2
decoder unit. While GPT applies layer normalisation after each attention layer and feed-forward
layer, GPT2 applies it before. Furthermore, GPT2 implements an additional layer normalisation
after the final attention layer. GPT2 still applies residual connections after the attention and
feed-forward layers. However, at initialisation, the weights of the residual connections are scaled
by a factor of 1√

N
, where N is the number of residual connections (Radford et al., 2019).

While GPT3 is the most recent version of the Generative Pretrained Transformer, in this
thesis, the choice is made to use GPT2. The second version of GPT has had time to be extensively
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Figure 2.15: GPT architectures. Figures after Radford and Narasimhan (2018).

analysed in literature. The work of K. Lu et al. (2021) on which this thesis builds makes use of
GPT2.

Particularly interesting, in the context of this thesis, is the manner with which GPT is
trained. GPT and its successors are trained in two phases, a self-supervised pretraining phase
and a supervised finetuning phase (Radford & Narasimhan, 2018; Radford et al., 2019; Brown et
al., 2020). In the self-supervised pretraining phase, given a large unlabelled corpus of language
tokens U = {u1, . . . , un}, a standard language modelling objective is used to maximise the
following likelihood:

L(U) =
∑
i

logP (ui | ui−k, . . . , ui−1; Θ) (2.15)

with k the size of the context window, and the conditional probability P modelled using the GPT
architecture with parameters Θ. In other words, given a variable length sequence of language
tokens, GPT is trained to learn to predict the next token. This is a self-supervised learning
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Figure 2.16: GPT input formats for finetuning on different tasks. Figure after Radford and
Narasimhan (2018)

paradigm, as the training data is unlabelled and the learned information is intended to be used
for regression or classification. Interestingly, due to the flexibility of natural language, GPT
when trained this way, can be used for a variety of tasks. For example, a translation task could
be performed by giving GPT the sequence: (translate, text in language 1, text in language
2). In fact, the pretrained model can even be further finetuned on such tasks in a supervised
manner. Figure 2.16 gives a graphical representation of a number of input formats that Radford
and Narasimhan use to finetune GPT. In doing so, they find state-of-the-art performances for
a number of example tasks that conform to these input formats. These are all improved upon
by the model’s successors. In the article on GPT2, Radford et al. reason that the prevalence of
single task training is the cause of a lack of generalisation that they observe in NLP models. They
claim that multitask learning should result in a general performance improvement (McCann et
al., 2018; Bowman et al., 2018; Yogatama et al., 2019). However, multitask training requires large
labelled datasets, which is why Radford et al. implement self-supervised pretraining. Moreover,
they state that by doing so, GPT and its successors are actually performing multitask learning.
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Chapter 3

Related work

3.1 Introduction

While the contribution that this thesis presents is novel, it is preceded by a substantial corpus
of research into related foundational topics such as deep learning and transfer learning, as well
as much more specific related topics such as transfer learning in BCIs and transfer between
significantly different domains. The sections in this chapter discuss the research that came
before the research question that this thesis asks, thereby, clarifying its relevance. Initially, the
more foundational topics are mentioned, the state-of-the-art is explained through examples of
successes and issues. Gradually, the topics become more specific.

3.2 Deep learning and transfer learning

The reintroduction and growth of deep learning in recent years has meant great advancement
for many fields of research (LeCun et al., 2015). Said growth powered by yet another process
of evolution, i.e., the endlessly increasing number of transistors that can be placed on an inte-
grated circuit, as dictated by Moore’s (2006) law. Computational power increasing every year
has allowed for successful applications of deep learning such as in computer vision (Cohen et
al., 2018; Elsayed et al., 2018; Zamir et al., 2018; H. Zhang et al., 2019) and more specifically,
image recognition (Krizhevsky et al., 2012; Zeiler & Fergus, 2014; Szegedy et al., 2015; F. Wang
et al., 2017; Sankaranarayanan et al., 2018), NLP (Vaswani et al., 2017; Devlin et al., 2019;
Radford & Narasimhan, 2018), computational neuroscience (DiCarlo et al., 2012; Yamins et al.,
2014; Kriegeskorte, 2015, 2015), and many more. Another contribution to the success of deep
learning is more data becoming available. An example is the world wide web that grows every
day (Aghaei, 2012), allowing crawlers to collect a variety of data such as text for NLP (Elbaz,
2012; Ortiz Suárez et al., 2019). In the context of BCIs, the recent development in microelec-
trode array technology has made it possible to record neural activity of large populations of
neurons (Jun et al., 2017; Raducanu et al., 2017; Saxena & Cunningham, 2019). In this case,
the computational neuroscience community has even had to come up with novel methods that
can learn from the new form of high-dimensional data (Stevenson & Kording, 2011).

Nevertheless, while more data becomes available, the need for it remains high and the in-
creasing complexity of models makes it that data scarcity is still an issue. Moreover, handling
immense datasets is hard (Oussous et al., 2018) and data can be biased or unrepresentative of
real-world situations (D’Amour et al., 2020). The promise of deep learning algorithms is that
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feature extraction can be done almost entirely by the model itself, i.e., end-to-end learning.
However, this means that both features and classification (or regression) need to be learned
from the scarce supply of data. Particularly suffering from data scarcity are supervised learning
algorithms. They require labelled data, which, in most domains, is very costly to acquire. A
variety of attempts have been made at reducing this issue. Data augmentation is implemented in
NLP (Wei & Zou, 2019; S. Y. Feng et al., 2021) and in computer vision (Shorten & Khoshgoftaar,
2019). While such an approach can be very successful (Perez & Wang, 2017; Miko lajczyk & Gro-
chowski, 2018), it is labour intensive. More desirable approaches consist of using existing data
from related domains through transfer learning or using unlabelled data through unsupervised
learning. In computer vision, state-of-the-art results have been achieved through supervised pre-
training (Girshick et al., 2014; Girshick, 2015; Simonyan & Zisserman, 2014; Shelhamer et al.,
2017), using large labelled datasets such as the ImageNet dataset (J. Deng et al., 2009). This
transfer learning paradigm consists of initialising a deep learning network’s parameters through
a supervised learning task on a different but related labelled dataset, usually much larger than
the one associated with the downstream task. It is important to note that these datasets are all
labelled datasets, which, as said, are often very costly or even infeasible to acquire. Additionally,
recent research has shown that the supervised pretraining paradigm does not necessarily improve
performance on the downstream task even for tasks where it is assumed that it should (Zoph
et al., 2020). In trying to address both of these issues, the NLP field has presented a differ-
ent approach that has recently resulted in state-of-the-art performance, namely, self-supervised
learning (Peters et al., 2018; Radford & Narasimhan, 2018; Radford et al., 2019; Devlin et al.,
2019; Raffel et al., 2020). Instead of initialising a deep learning network’s parameters using a su-
pervised task, an unsupervised task can be used, using an unlabelled dataset. The advantage of
this approach is that it is often the case that large unlabelled datasets are more easily acquired.
Furthermore, unsupervised pretraining is thought to direct the parameters of a deep learning
model towards basins of attraction of minima that are better with respect to the underlying data
distribution (Erhan et al., 2010). A disadvantage of unsupervised pretraining is that it requires
finding deep learning architectures and training objectives that can capture information in un-
labelled data such that that information can be transferred to the solving of the downstream
task. A successful example from the natural language processing field is the combination of a
transformer-like model and a language modelling objective function (Radford & Narasimhan,
2018). While for natural language such pretraining objectives are intuitively easier to devise,
for other fields of research, they can be more complex to come by. It is important to note that
unsupervised pretraining has existed for a long time (Hinton et al., 2006; Ranzato et al., 2006;
Bengio et al., 2006) and the natural language processing field is not the only research field that
has been investigating its benefits. However, since the successes in the natural language process-
ing field, it has become more popular. In the computer vision field, for example, unsupervised
pretraining has been gaining traction as an alternative to its supervised counterpart (Chen et
al., 2015; Grill et al., 2020; Henaff, 2020; van den Oord et al., 2019).

3.3 Neuroimaging and BCIs

One domain for which it is particularly difficult to obtain labelled data is that of brain signals.
Signals such as EEG and MEG are very difficult to establish labelled datasets for. First of all,
to get a substantially large dataset, a large number of appropriate participants need to be found
and a large number of trials need to be ran for each of them. In addition, each trial needs to
be carefully executed as to minimise the noise in the recordings. In the case of datasets where
certain events are to be decoded from the recordings, it can be very difficult to isolate the events
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from the other activities that are happening in the human body. Secondly, while technology has
advanced significantly, recording devices for these types of signals are still far from perfect and
often very costly. Aside from purely clinical applications, neuroimaging modalities are used in
BCIs. Per definition, a BCI is a device that allows for a bridge between a brain and some form of
computer. The research that encompasses this thesis consists of designing a noninvasive, mobile,
online BCI. Applications of such a device are numerous. Examples are neural prosthetics (Bright
et al., 2016; AL-Quraishi et al., 2018; Yildiz et al., 2020; Vilela & Hochberg, 2020), computer
interfaces for people with handicaps (McCane et al., 2014; Gao et al., 2017; X. Zhang et al.,
2018; Belkacem et al., 2020), and faster and better diagnosing (Fadzal et al., 2011; Miko lajewska
& Miko lajewski, 2014; S. Raghu et al., 2020; Song et al., 2021). In addition to data scarcity,
brain signals have other properties that make it hard for deep learning algorithms to learn from
them, i.e., inter- and intra-person variability and nonstationarity. Because of these properties,
the performance of models that are applied to brain signals varies a lot (Ahn & Jun, 2015;
Lotte et al., 2018; Sannelli et al., 2019). Fundamentally, this means that the models lack in
generalisation as they rely on characteristics particular to certain tasks, individuals, or recording
sessions. In the computer vision field there is an understanding that almost all models learn low-
level features in their more shallow layers (Krizhevsky et al., 2012; Yosinski et al., 2015; M. Raghu
et al., 2019). Sadly, for most brain signals, there is no such understanding as there do not exist
methods that are easily transferred to any task, individual, or recording session. This and the
issue of labelled data scarcity has directed research concerning the decoding of neuroimaging
modalities, and hence also that regarding BCIs, towards investigating the pretraining paradigm,
both supervised (Y.-P. Lin & Jung, 2017; Dose et al., 2018; Schwemmer et al., 2018; G. Xu et
al., 2019; Fahimi et al., 2019; Kostas & Rudzicz, 2020) and unsupervised (Banville et al., 2019,
2021; Kostas et al., 2021). Moreover, as computer vision research is shifting towards research
into the latter, the same, and for the same reasons, seems to hold in the context of decoding
neuroimaging modalities (Banville et al., 2021; Kostas et al., 2021). The work that is presented
in this thesis contributes to such endeavours.

3.4 Transfer learning in BCIs

A particularly interesting attempt at transfer learning for BCIs is the work of Kostas et al.
(2021). They reason that devising transferable deep learning models for EEG classification
would not only present a new collection of models for EEG classification but would also allow
for validating and even improving the existing models, as these are known to struggle with
generalising. The approach they take mirrors the methods of the natural language processing
field almost completely, driven by the great successes that these methods have been able to
achieve. A transformer is pretrained on EEG using a self-supervised learning task. Afterwards,
the transformer is fine-tuned to a variety of EEG classification tasks in a supervised manner.
Just as for GPT, the self-supervised pretext task is designed in such a manner as to not focus
on transferring to any specific downstream task, but rather to learn generalised and meaningful
representations of EEG, i.e., domain generalisation. Two important contrasts with respect to
this thesis are to be noted. Firstly, while Kostas et al. implement pretraining objectives and
model architectures similar to those used in the natural language processing field, they do not
use natural language pretraining but rather pretrain their model themselves using EEG data.
Secondly, while it would be great if transformer-like models (Vaswani et al., 2017) could be
given brain signals data directly, prior research has shown that reconstructing time-series data is
very difficult and transformer-like models can therefore struggle to do so when given raw brain
signals (Rivest & Kohar, 2020; Kostas et al., 2021; Jiang et al., 2021). Additionally, Kostas et
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al. note that when using a BERT-like transformer (Devlin et al., 2019), which tries to learn to
reproduce input tokens when parts of them are masked, with raw EEG data, instead of learning
to reproduce the EEG data, an interpolation function might be learned (Jiang et al., 2021).
Therefore, Kostas et al. claim to need a transformation from EEG to a representation that
their model can handle and hence, they adapt an existing contrastive predictive coding (CPC;
van den Oord et al., 2019) model called wav2vec (Baevski et al., 2020), to allow it to learn CPC
representations of EEG data. The adapted model is called BENDR and it is pretrained on a large
EEG dataset. While the BENDR model is applicable in the context of this thesis, there are two
reasons for which it is not used. Firstly, the model is fairly new and would benefit from further
analysis. Secondly, this thesis does not implement a masked language-modelling transformer,
but rather GPT2, which is a generative language modelling model. Due to its generative nature,
GPT2 is less likely to learn an interpolation function. The empirical evaluations presented in
this thesis are designed to investigate to what degree GPT2 can be fine-tuned to EEG time-series
data as well as to features extracted from this time-series data through a, when compared to
BENDR, less complex method, namely, a windowed power spectral density analysis. In light of
the work of Kostas et al., the results of these evaluations should provide insight into whether
or not generative transformers can handle EEG time-series data and whether or not a complex
feature extraction method such as BENDR is really necessary.

3.5 Transfer between significantly different domains

Conversely to pretraining an EEG model on EEG, another approach consists of pretraining a
model using a dataset from another domain. As mentioned, the domain of brain signals is one for
which it is hard to gather data. In that aspect, it might be interesting to pretrain a model using
data from a domain that is known to have very large datasets, for example, natural language
or images. K. Lu et al. claim that large language-pretrained NLP models, due to the immense
datasets with which they are trained, can be seen as universal computation engines. According
to K. Lu et al., what these models learn during training goes beyond natural language and steers
towards general computation. To investigate their claims, they import GPT2 and fine-tune
it to a variety of downstream tasks distinct from NLP. Examples are bit and list operations,
the MNIST handwritten digit benchmark (L. Deng, 2012), and protein sequence tasks such
as remote homology detection (Rao et al., 2019). It is important to note that these tasks all
have a sequential structure, meaning that they are still somehow related to natural language.
The same can be said of EEG. During fine-tuning, K. Lu et al. update only certain parts of
GPT2 while others are kept fixed, namely, the self-attention layers and the feed-forward layers
are kept fixed, while the linear input and output layers, the positional embeddings, and the
layer-norm parameters, are fine-tuned. Such flexibility allows for devising experiments whose
results can provide insight into the relationship between, on the one hand, the natural language
pretraining and model architecture, and, on the other hand, performance for the downstream
task. The results indicate that language-pretrained transformers can obtain strong performance
on a variety of non-language tasks. In addition, K. Lu et al. state that a limitation of their
analysis is that a specific model is used on a restricted set of tasks and that therefore, their work
can serve as the foundation for future work investigating transfer between modalities. In that
aspect, the work that is presented in this thesis acts on this statement.

A similar instance of transfer learning, but in the context of BCIs, is the work of G. Xu et
al. (2019). They emphasise on the scarcity of labelled EEG data, as well as on the considerable
time and resources required to train deep learning models from scratch. They look towards
pretrained models as a solution. However, instead of looking at language models, G. Xu et al.
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focus on pretrained image recognition models. Just as K. Lu et al., G. Xu et al. freeze certain
layers of their pretrained model to get insights into how the knowledge transfer happens. In
some way, the work that is presented in this thesis consists of a combination of the research
questions from K. Lu et al. and G. Xu et al. where the source domain is that of K. Lu et
al., while the target domain is that of G. Xu et al. It is important to note that K. Lu et al.
reason that image-pretrained CNNs, such as those used by G. Xu et al., are arguably less likely
to be universal computation engines. Their convolutional nature introduces an inductive prior
that K. Lu et al. want to avoid. Nevertheless, computer vision is a data-rich research field and
therefore, transfer to domains for which the CNN inductive prior holds can be interesting. In the
context of classifying EEG, G. Xu et al. use time-frequency spectrum images of EEG to provide
the image-pretrained CNNs with an input format that conforms to what they were pretrained
with. A similar approach with similar features, i.e., windowed power spectral density analysis,
is attempted in this thesis, albeit with language-pretrained transformers.
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Chapter 4

Methodology

4.1 Introduction

This chapter discusses the methods implemented to get insight into how and to what degree a
language-pretrained instance of GPT2 can transfer to the classification of EEG and whether or
not the language-pretraining influences the performance. The software for data processing, model
training, and evaluation are all implemented in Python. The Python MNE library is used for
preprocessing and feature extraction (Gramfort et al., 2013). The PyTorch deep learning library
is used for model training and evaluation (Paszke et al., 2019). The source code accompanying
this thesis can be found on GitHub1.

In what follows, Section 4.2 explains the EEG dataset that is studied. The model will be
evaluated on two different representations of this dataset. Section 4.3 discusses preprocessing,
which results in one data representation. Section 4.4 discusses feature extraction, which results
in another data representation. Section 4.5 explains the model architecture. Section 4.6 explains
how the model is trained. Lastly, Section 4.7 discusses how the model is evaluated and how
different configurations are compared.

4.2 Data

The studied dataset is the Graz dataset A (Brunner et al., 2008) which is well-established (Naeem
et al., 2006; Brunner et al., 2007; Dornhege et al., 2007; Barachant et al., 2012; Y. Zhang et al.,
2019; Guan et al., 2019; Kostas et al., 2021) and known under multiple names: BNCI0012014,
BCI competition IV 2a, and Graz dataset A. It was first published at the fourth BCI compe-
tition (Tangermann et al., 2012), however, it was created by Brunner et al. (2008) at the Graz
university of technology with as original name: ‘Graz dataset A’. Therefore, in what follows,
the dataset is always referred to using said original name. The data used in the examples in
Section 2.3 come from the Graz dataset A.

The Graz dataset A is a 4-class motor imagery dataset that consists of EEG data recorded
from nine participants (nparticipants = 9). The dataset was recorded using a cue-based paradigm
that consisted of four possible motor imagery tasks (nclasses = 4), namely, the imagination of
movement of the left hand (class 1), right hand (class 2), both feet (class 3), and tongue (class 4).
The dataset consists of two sessions per participant, each consisting of 6 runs. In the context of
the competition the two separate sessions were originally meant as training and evaluation split,

1https://github.com/wulfdewolf/fpt-for-eeg
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Figure 4.1: Graz dataset A trial timing scheme.

however, mirroring existing research, in this thesis, the two sessions are combined into a single
large dataset. A single run consists of 48 trials, 12 per class. The timing scheme of the trials
is depicted by Figure 4.1. A trial starts at t = 0 s when a fixation cross appears on a screen in
front of the participant. After 2 seconds, a cue in the form of an arrow pointing in one of four
directions, corresponding to the four classes, appears and stays on the screen for 1.25 s. When
participants see this cue, they start performing the corresponding motor imagery task until the
fixation cross disappears at t = 6 s. Afterwards, a short break follows during which a black screen
is shown.

The dataset consists of 25 channels of which 22 are EEG channels and 3 are EOG channels.
The 22 EEG channels (nchannels = 22) were recorded using dry electrodes according to the
standardised 10/10 system (see Figure 2.1b). The standardised electrode names of the used
channels are: FZ , FC3, FC1, FCZ , FC2, FC4, C5, C3, C1, CZ , C2, C4, C6, CP3, CP1, CPZ ,
CP2, CP4, P1, PZ , P2, POZ . The left mastoid electrode T9 is used as reference while the
right mastoid electrode T10 is used as ground. The EEG signals were sampled at a sampling
frequency of 250 Hz and band-passed filtered between 0.5 Hz and 100 Hz, complying with the
Nyquist-Shannon sampling theorem (Shannon, 1949) and retaining all frequency bands relevant
for motor imagery (see Table 2.1). Power-line noise is suppressed using a notch filter at 50 Hz.
The three EOG channels record the electrical potentials that exist between the front and the back
of the participant’s eyes. They are provided to allow for certain artefact correction methods such
as the ICA technique discussed in Section 2.3.3.2. However, in the context of the encompassing
research which intends to create a mobile BCI with limited resources, such resource-intensive
artefact correction techniques are not appropriate. Therefore, this thesis does not use them and
thus the EOG channels are ignored.

4.3 Preprocessing

The signals of the 22 EEG channels are preprocessed as follows. Firstly, they are frequency
filtered using a band-pass filter between 1 Hz and 45 Hz (nfreqs = 45). Motor imagery is thought
to happen in the alpha and beta frequency bands (see Table 2.1) and thus the higher frequencies
can be filtered out. Afterwards, the signals are downsampled to 125 Hz, complying with the
Nyquist-Shannon sampling theorem (Shannon, 1949). Thirdly, they are cut into windows around
the event cues, starting 2 s before the event cue and ending 4 s after. Every window is baseline
corrected with respect to the first 2 seconds of the window. This means that the mean of the
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first 2 seconds of the window is subtracted from the entire window. Finally, the windows are all
standardised by channel. This means that for each channel, the mean and standard deviation
is calculated across all windows and the channels’ values are then transformed to their channel-
wise z-score. For each of the 9 participants, preprocessing results in a dataset that consists of
564 windows (2 sessions of 6 trials each with 48 events, the first event is always dropped) each
consisting of 22 channels by 6 s · 125 Hz = 750 samples (nsamples = 750).

4.4 Feature extraction

In addition to the preprocessed data, a dataset of features is established. In this case, the signals
are again frequency filtered using a band-pass filter between 1 Hz and 45 Hz. However, they are
not downsampled and also not standardised. The 6 s frequency filtered windows are divided into
10 subwindows, each of 0.6 s. For each of these 150 sample subwindows PSDs are estimated using
a multitaper method (Thomson, 1982). If the windows were to be downsampled, the subwindows
would contain much less samples, making the PSD estimation unrealistic. Additionally, the PSD
estimation is in itself a form of normalisation, thereby, making the standardisation step obsolete.
For each of the 9 participants, feature extraction results in a dataset that consists of 564 times
a set of 10 PSDs across 22 channels by 45 frequencies. To eliminate the fourth dimension of this
dataset, the channels and frequency bins are vectorised, resulting in vectors of size 22 · 45 = 990.

4.5 Model architecture

The model architecture mirrors that of K. Lu et al. (2021). It consists of GPT2, as explained
in Section 2.5.3.7. The used GPT2 implementation and pretraining is that of the Huggingface
Transformers library (Wolf et al., 2020). Both correspond to that of the original work by Radford
et al. (2019), who created and investigated various sizes of the GPT2 model. In the work of K. Lu
et al., and in this thesis as well, the smallest of the models is imported. This version of GPT2
has an embedding size of dGPT2 = 768, a maximum sequence length of l = 1024, nheads = 12
attention heads, and consists of ndecoders = 12 decoder units, each as depicted by Figure 2.15b
in Section 2.5.3.7.

Since GPT2 is used to embedded language tokens, initialising a separate input layer is crucial.
This fully connected input layer is to learn how to query GPT2. The weight matrix of the linear
input layer is initialised as an orthogonal matrix as described by Saxe et al. (2014), such an
initialisation involves a scaling hyperparameter. Additionally, the input layer is extended with
a dropout probability representing the probability of the layer zeroing some of the elements
of its input, using samples from a Bernoulli distribution, following Pytorch defaults (Paszke
et al., 2019). Doing this has proven to be effective for regularisation, as described by Hinton
et al. (2012). Since GPT2 is a language model, it expects two-dimensional input representing
a sentence of maximally l language tokens. In the context of this thesis, this sequentiality is
enforced by correctly formatting the data. When the model is fine-tuned using the time-series
data, the nchannels × nsamples windows are transposed into a nsamples × nchannels format. Hence,
the model gets as input a sequence of din = nsamples (≤ l) tokens that consist of a single value for
each of the channels. For further references, these type of tokens are denoted channel tokens. On
the other hand, when the model is fine-tuned using the PSD features, the model gets as input a
sequence of 10 vectorised din = nchannels · nfreqs representations, as explained in Section 4.4.

Initialising a separate output layer is important as well. The fully connected output layer is
to learn to interpret the transformed output. It is important to note that only the last token of
the transformed sequence goes through the output layer, mirroring K. Lu et al., who make this
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choice to highlight that almost all the computation is being performed by GPT2. The linear
output layer always results in vectors of size dout = nclasses, i.e., one for each class. A softmax
operation is applied to find the model’s class prediction.

It is important to note that more complex input and outputs networks could be used, for
example, a multilayer perceptron. However, mirroring K. Lu et al. once more, to emphasise on
the fact that GPT2 is doing most of the computation, this is not done here.

As a whole, the model consists of the following parameters:

• Input layer: The fully connected linear input layer has din · dGPT2 + dGPT2 trainable
parameters, where the additional dGPT2 parameters correspond to the bias terms. In the
case where the version of GPT2 that is used in this thesis is trained using the time-series
EEG data, this results in 22 · 768 + 768 = 17.664 parameters.

• Output layer: The fully connected linear output layer has the same number of parameters
as the input layer.

• Layer normalisation parameters: GPT2 applies layer normalisation twice per decoder
unit. As explained in Section 2.5.3.5, layer normalisation consists of two learnable scale
and shift parameters. When fine-tuning a model that implements layer-normalisation, it
is standard practice to also fine-tune the scale and shift parameters as they are to model
the statistics of the downstream task, whether this task belongs to a completely different
domain or not (Rebuffi et al., 2017; Houlsby et al., 2019; K. Lu et al., 2021). In GPT2,
layer normalisation accounts for 2 ·2 ·dGPT2 ·ndecoders parameters. In the case of the version
of GPT2 that is used in this thesis, this results in 2 · 2 · 768 · 12 = 36.864 parameters.

• Positional embeddings: The positional embeddings consist of l ·dGPT2 learnable param-
eters. K. Lu et al. find that positional embeddings are similar across domains, however,
fine-tuning them often results in slightly better performance. In the case where the version
of GPT2 that is used in this thesis is trained using the time-series data, the positional em-
beddings account for 750 · 768 = 576.000 parameters. In the case where the PSD features
are used, this results in significantly less parameters, i.e., 25 · 768 = 19.200.

• Feed-forward neural networks: The fully connected feed-forward neural networks in
GPT2 all have a hidden layer of size 4 · dGPT2. This means that the feed-forward neural
networks in GPT2 account for ndecoders·(2·4·d2GPT2+5·dGPT2) parameters. In the case of the
version of GPT2 that is used in this thesis, this results in 12·(2·4·7682+5·768) = 56.669.184
parameters.

• Self-attention layers: The masked multi-headed self-attention layers multiply input
tokens by three learnable matrices (i.e., the query W q, key W k, and value W v matrices,
see Section 2.5.3.4) nheads times, resulting in 3 · nheads vectors of length dGPT2

nheads
. Including

the shared biased terms, the 3·nheads matrices account for dGPT2 · dGPT2

nheads
·3·nheads+3·dGPT2

parameters. Subsequently, the 3 ·nheads vectors of length dGPT2

nheads
are used to calculate nheads

score vectors of length dGPT2

nheads
. These are then concatenated into one large vector of length

dGPT2. Finally, this vector is transformed such that it becomes suitable as input for the
feed-forward layer that follows after the self-attention layer. The transformation happens
by passing the concatenated vector through a fully connected linear layer of size dGPT2,
which thus accounts for another dGPT2 · dGPT2 + dGPT2 parameters. Hence, the masked
multi-headed self-attention layers in GPT2 account for ndecoders · [(dGPT2 · dGPT2

nheads
·3 ·nheads+

3 ·dGPT2)+(dGPT2 ·dGPT2+dGPT2)] parameters. In the case of the version of GPT2 that is
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used in this thesis, this results in 12·[(768· 76812 ·3·12+3·768)+(768·768+768)] = 28.351.656
parameters.

Clearly, the number of parameters is dominated by the feed-forward and self-attention layers.
Luckily, these two comprise most of GPT2’s computational power, which means that during
fine-tuning, they are the layers that will often be frozen, thereby, significantly decreasing the
time and memory needed to train the model.

4.6 Training

All training happens using the Adam optimiser (Kingma & Ba, 2017) following Pytorch de-
faults (Paszke et al., 2019), in combination with cross-entropy loss (Dayan et al., 1995)2. In the
training of the model and in the model itself, five hyperparameters are involved:

• Number of epochs: the number of times to train the model on the training data and
validate the model on the validation data.

• Batch size: the number of dataset entries, windows in the case of this thesis, to use in
one forward-backward pass of gradient descent.

• Learning rate: a hyperparameter that represents the size of the steps that are taken by
gradient descent.

• Learning rate decay: a hyperparameter that represents the factor with which the learn-
ing rate decays after each epoch. Gradually decaying the learning rate is often implemented
to prevent gradient descent from overstepping and moving away from local minima. Unless
otherwise stated, the learning rate decay is kept fixed at 1, meaning that the learning rate
does not decay.

• Dropout probability of the input layer: the probability of the input layer zeroing
some of the elements of its input, as described by Hinton et al. (2012). K. Lu et al. keep
the dropout probability of their input layers fixed at 0.1 for most of their experiments,
matching the dropout probability that is inherent in GPT2. Unless otherwise stated, the
dropout probability is kept fixed at 0.1 here as well.

• Orthogonal gain of the input layer: the scaling hyperparameter involved in the ini-
tialisation of the input layer’s weight matrix, as described by Saxe et al. (2014). K. Lu et
al. keep the input layer’s orthogonal gain fixed at 1.43 for most of their experiments, this
is done here is as well.

To find good values for the hyperparameters, a 50-trial optimisation run is performed using the
Python Hyperopt library’s (Bergstra et al., 2013) implementation of a Tree-structured Parzen
Estimator (TPE; Bergstra et al., 2011). A TPE models P (hyperparams|score) and P (score)
by transforming the generative process of hyperparameters, replacing the distributions of the
configuration prior with non-parametric densities (Bergstra et al., 2011, 2013). The hyperpa-
rameters that are optimised are the number of epochs, the batch size, and the learning rate.
The search domains for these three hyperparameters are, respectively, {2i|i ∈ N, 1 ≤ i ≤ 6},
{2i|i ∈ N, 1 ≤ i ≤ 6}, and [0.00005, 0.1]. The TPE starts with 20 trials using random samples
from these domains. After 20 trials, it starts its directed search. Due to time and resource
constraints, not all model configurations are ran with hyperparameter optimisation.

2https://scikit-learn.org/stable/modules/model evaluation.html#log-loss
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4.7 Evaluation

The model is evaluated through a participant-wise cross-validation similar to those of Kostas and
Rudzicz (2020) and Kostas et al. (2021). Classification accuracy is used as performance metric.
Participant-wise cross-validation consists of setting aside the data from a single participant as test
set. The remaining data is once more split, setting aside the data from another single participant
as validation set and using the leftover participants as training set. Each of the nparticipants
participants is individually chosen as validation participant, while the next participant is always
chosen as test participant. The first participant is the test participant when the validation
participant is the last participant. Every epoch, the model is trained with the data from the
nparticipants − 2 training participants and afterwards evaluated on the data from the validation
participant. Training happens using batches. During the epochs, the values of the parameters
that correspond to the current highest validation score are always retained. After the epochs, the
model is evaluated once on the data from the test participant using the parameter values that
correspond to the highest found validation score. The final cross-validation score is the average
of the test participant scores.

Comparing the performance of two models always happens through a paired t-test. Such a
test assumes that the paired differences of the test scores are normally distributed. Therefore,
all paired t-tests are always preceded by a Lilliefors (1967) test to verify that the null hypothesis
that states that the paired differences come from a normal distribution cannot be rejected. When
more than two models are compared, a one-way ANOVA test is used (Girden, 1992). This test is
always preceded by a number of separate tests that verify the ANOVA test’s assumptions. The
tests in question are a separate Lilliefors (1967) test to verify the normality of each of the groups
of test scores as well as a single Levene’s (1961) test to verify if the groups of test scores share
a common variance. A significance level of α = 5 % is used for all tests. The tests that verify
assumptions are only mentioned if they reject their null hypothesis, as in those cases, other tests
need to be applied.
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Chapter 5

Empirical Evaluations

5.1 Introduction

The following sections establish two sets of empirical evaluations designed to result in insight
regarding this thesis’s research question. In Section 5.2, the first set tries to grasp how and
to what degree a frozen language-pretrained instance of GPT2 can transfer to the classification
of EEG. In Section 5.3, the second set tries to get insight into the influence of the language
pretraining. A summary of all the results can be found in Appendix A and on Weights &
Biases1.

5.2 How and to what degree can frozen language-pretrained
GPT2 transfer to EEG classification?

5.2.1 Reasoning

To get insight into the answer to this question, the capability of a frozen language-pretrained
instance of GPT2 to classify EEG is studied using two different representations of the EEG
data. It is important to remember that K. Lu et al. (2021) investigate the ability of a language-
pretrained GPT2 to transfer to various downstream tasks by freezing all of GPT2’s feed-forward
and self-attention layers and only fine-tuning the input layer, the output layer, the positional
embeddings, and the layer normalisation layers. By freezing all of GPT2’s feed-forward and
self-attention layers, insight can be gained into the type of transfer that happens. If the model
is able to achieve above-random classification scores, it can be concluded that positive transfer
is possible. In this thesis, K. Lu et al.’s evaluation is repeated, but with the downstream task
of classifying EEG, using both the EEG time series and the EEG PSD features as data. The
results are compared to each other and to literature.

It is important to note that due to time and resource constraints, this is the only model
configuration that is ran with hyperparameter optimisation. The values for the hyperparameters
that are found in this optimisation run are used for all the following evaluations.

1https://wandb.ai/wulfdewolf/lpt-for-eeg/reports/Transfer-learning-in-BCI-s-language

-pretrained-transformers-for-EEG-classification--VmlldzoxOTIxNDU2?accessToken=

r4hzxv3i86ovxcf01fdzcebnnpy79nc57stoew4gasvoboual6f2c93131ra4u1z
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Table 5.1: Hyperparameter values that produced the highest participant-wise average test clas-
sification accuracy after 50 runs using a TPE. The instance of GPT2 is language-pretrained and
all of its feed-forward and self-attention layers are frozen.

(a) Time-series

Hyperparameter Value
number of epochs 0.0004
batch size 32
learning rate 64

(b) Features

Hyperparameter Value
number of epochs 0.00014
batch size 32
learning rate 64

5.2.2 Results

Table 5.1 gives the hyperparameter values that resulted in the highest participant-wise average
test scores. Said test scores are presented by Figure 5.3 in the form of boxplots. For the
same runs, Figure 5.1 depicts the training and validation classification accuracy of the model in
function of the epochs. Figure 5.2 depicts the cross-entropy loss of the model in function of the
epochs. All of these tables and figures always show results for the time-series data as well as for
the PSD features.

Figures 5.1a and 5.2a show that the model learns best from the time-series data, as in that
case the training accuracy grows up to 98 % and the cross-entropy loss drops to a value of 0.05.
On the other hand, when learning from the PSD features, the model can not seem to reach the
50 % mark. This means that, even after training, the model is not able to correctly classify 50 %
of its training set samples. Moreover, cross-entropy loss remains above 1. Figure 5.1b shows
that both models have a hard time generalising. Both can not reach a participant-wise average
validation classification accuracy of 50 %. However, the model that is trained using the time-
series data seems to generalise better than the model that is trained using the PSD features. All
of this is reflected by Figure 5.3, which shows that, on average, the model that is trained using
the time-series data performs best, with a participant-wise average test classification accuracy of
41.6 %. A paired t-test indicates that this score is significantly higher than the 30.9 % the model
achieves when it is trained using the PSD features (p = 0.0011).

It is important to note that when the model is trained using the time-series data, it clearly
suffers from overfitting. Firstly, during training, the model reaches 98 % classification accuracy
and near-zero cross-entropy loss, while its validation accuracy remains under 50 %. Secondly,
while the validation score in Figure 5.1b slowly increases, validation cross-entropy loss, as shown
by Figure 5.2b, instead of decreasing, rapidly increases. Both of these phenomena are universally
known indications of overfitting (Ghojogh & Crowley, 2019; Ying, 2019).

5.2.3 Addressing overfitting

A model that suffers from overfitting learns too much detail from the data, resulting in a high
generalisation error. In the case of large deep learning models that are trained using relatively
small datasets, overfitting can be seen as memorisation. The model has enough weights to be
able to memorise almost every training input it gets, linking it to the correct output. However,
when the model is later used to classify an unseen input, it often fails. The issue of overfit-
ting/memorisation is omnipresent in deep learning and various works that try to address it exist,
for example, regularisation (Krogh & Hertz, 1991; Kukacka et al., 2017) and dropout (Hinton
et al., 2012). A preliminary attempt at reducing overfitting is made by training the model with
decay and dropout rates of, respectively, 0.9 % and 0.2 %. This evaluation is only performed for
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Figure 5.1: Participant-wise average training and validation classification accuracy of the model
during fine-tuning, for both the time-series data (blue) and the PSD features (red). The shade
around the average curve depicts the minimum and maximum values. The dashed black line
denotes random assignment at 25 %. The instance of GPT2 is language-pretrained and all of its
feed-forward and self-attention layers are frozen. The values of the hyperparameters of this run
correspond to the best found hyperparameter values given by Table 5.1.
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Figure 5.2: Participant-wise average training and validation cross-entropy loss of the model
during fine-tuning, for both the time-series data (blue) and the PSD features (red). The shade
around the average curve depicts the minimum and maximum values. The instance of GPT2 is
language-pretrained and all of its feed-forward and self-attention layers are frozen. The values
of the hyperparameters of this run correspond to the best found hyperparameter values given by
Table 5.1.
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Figure 5.3: Participant-wise average test classification accuracy of the model after fine-tuning,
for both the time-series data (blue) and the PSD features (red). The dashed black line denotes
random assignment at 25 %. The instance of GPT2 is language-pretrained and all of its feed-
forward and self-attention layers are frozen. The values of the hyperparameters of this run
correspond to the best found hyperparameter values given by Table 5.1.

the time-series data, as overfitting is not really an issue when the model is trained using the PSD
features.

Figure 5.4 shows that the introduction of decay and an increased dropout rate succeeds in
lowering the model’s training scores, in some cases. For certain groups of training participants
the model still reaches high training scores. Additionally, while the model’s validation scores
remain slowly increasing, Figure 5.5 shows that the model’s validation cross-entropy loss still
increases but much less steeply than before. Figure 5.6 shows that while overfitting might have
been decreased, the generalisation error became higher. When trained in this configuration,
the model achieves a participant-wise average test classification accuracy of 35.9 %, which is
significantly lower than the 41.6 % that the model achieved without decay and with a lower
dropout rate of 0.1 % when a significance level of 0.07 % is chosen (according to a paired t-test,
p = 0.061). However, the obvious outlier in Figure 5.6 that is not present in Figure 5.3 makes it
reasonable to assume that it is indeed lower.

5.2.4 Discussion

While the achieved classification scores are not spectacular, it seems safe to state that GPT2,
with all of its feed-forward and self-attention layers frozen, is able to transfer to classifying EEG
data. Moreover, it seems to be able to perform better when trained using the time-series data
compared to when trained using the PSD features. In fact, the participant-wise average test
classification accuracy of the model when trained using the time-series data (41.6 %) is similar
to the 42.6 % achieved by Kostas et al. (2021), on the exact same dataset, by classifying their
BENDR representations using a linear layer followed by a softmax layer. Kostas et al. also pass
their BENDR representations to an EEG-pretrained BERT-like transformer and in that case
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Figure 5.4: Participant-wise average training and validation classification accuracy of the model
during fine-tuning, for both the time-series data (blue) and the PSD features (red). The shade
around the average curve depicts the minimum and maximum values. The dashed black line
denotes random assignment at 25 %. The instance of GPT2 is language-pretrained and all of its
feed-forward and self-attention layers are frozen. The values of the hyperparameters of this run
correspond to the best found hyperparameter values given by Table 5.1. Additionally, the decay
and dropout rates are, respectively, 0.9 % and 0.2 %.
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Figure 5.5: Participant-wise average training and validation cross-entropy loss of the model
during fine-tuning, for both the time-series data (blue) and the PSD features (red). The shade
around the average curve depicts the minimum and maximum values. The instance of GPT2 is
language-pretrained and all of its feed-forward and self-attention layers are frozen. The values
of the hyperparameters of this run correspond to the best found hyperparameter values given by
Table 5.1. Additionally, the decay and dropout rates are, respectively, 0.9 % and 0.2 %.
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Figure 5.6: Participant-wise average test classification accuracy of the model after fine-tuning,
for both the time-series data (blue) and the PSD features (red). The dashed black line denotes
random assignment at 25 %. The instance of GPT2 is language-pretrained and all of its feed-
forward and self-attention layers are frozen. The values of the hyperparameters of this run
correspond to the best found hyperparameter values given by Table 5.1. The learning rate
decays with a factor of 0.95.

the test scores are lower, i.e., around 30 % and thus similar to what the model here achieves
when trained using the PSD features. It is important to note that, when compared to the EEG
time-series data, the PSD features have a considerably lower temporal resolution. The spatial
resolution of the PSD features is supposed to be equivalent to that of the time-series data.
However, the vectorisation technique that is used to encode the PSDs of multiple channels into a
single token might obstruct GPT2’s ability to extract the spatial information that these contain.
Given the sequential nature of transformer-like models and the fact that the spatial resolution of
the PSD features is not explicitly reduced, temporal resolution seems to be more of a problem. In
any case, the higher average test score of the model when trained using the temporally untouched
time-series data suggests that establishing a type of features that minimally reduces temporal
resolution could be favourable when training a transformer-like model using EEG data.

When comparing the model’s performance to the state-of-the-art, two notes must be made.
Firstly, the goal of this thesis is not to outperform the state-of-the-art but to investigate potential
knowledge transfer and the feasibility of training a language-pretrained transformer on EEG data.
In that light, the achieved classification scores are expected to be much lower than those of the
state-of-the-art. Secondly, for a correct comparison, the evaluation strategy needs to be taken
into account. On the same dataset, a variety of works report average test scores around 60 %,
achieved through a multiclass CSP method, the reference method at the time of the competition
in 2008 (Ang et al., 2012). Barachant et al. (2012) report average test scores up to 70 % achieved
using models based on Riemannian geometry. However, all of these works implement intra-person
training and evaluation, i.e., models are trained and evaluated using EEG data from a single
participant. On the other hand, in this thesis, participant-wise cross-validation is used, i.e.,
models are trained using data from multiple participants and evaluated on data from an unseen
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participant. There are two reasons behind the choice of this approach. Firstly, if an enormous
model such as GPT2 were to be finetuned using only the data from a single participant, overfitting
would become even more of an issue. Secondly, the focus of this thesis lies on transfer learning
for BCIs, with the aim of creating pretrained models that be can easily and quickly be plugged
into mobile BCIs. In such a context, the use of participant-wise cross-validation is interesting
as it allows for evaluating the model’s transfer capabilities. Remember that the participant-wise
cross-validation approach was adopted from the work of Kostas and Rudzicz (2020), who in
their turn adopted it from the work of He and Wu (2020). The focus of these works also lies on
transfer learning in BCIs and thus it is these works that the performance of the model here should
be compared to. He and Wu try to address inter- and intra-person variability by aligning the
different participants’ EEG data in Euclidian space (EA) before using a traditional combination of
CSP and Linear Discriminant Analysis (LDA; Fisher, 1936) for classification. The best reported
average test score lies around 73 %. Kostas and Rudzicz emphasise on the shallowness of deep
learning models for EEG classification and implement a relatively deep model to investigate its
cross-participant transfer capabilities when trained using EA processed EEG data. The model
achieves average test scores up to 76 %. Both of these works report performances remarkably
better than that achieved here. Nevertheless, the most relevant comparison remains that to the
EEG-pretrained BERT-like transformer approach of Kostas et al. (2021), which, as mentioned,
performs worse than language-pretrained GPT2. Moreover, properly addressing the overfitting
issue of the model and EA processing the EEG data could further widen the gap between these
two approaches.

5.3 What is the influence of the language pretraining?

5.3.1 Reasoning

A frozen instance of GPT2 is able to transfer to classifying EEG, to some extent. The question
remains to what degree its language pretraining is beneficial towards its performance. In that
regard, a variety of configurations are evaluated in order to gain insight into the influence of the
language pretraining. It is important to note that, to get a complete image of the capabilities of
these configurations, each would require individual hyperparameter optimisation. However, due
to time and resource constraints they are ran with the hyperparameter values from Section 5.2,
which should still allow for getting a general idea. The considered configurations are the following:

• Randomly initialised: an instance of the model where GPT2 is randomly initialised, as
opposed to language-pretrained. For this configuration, none of GPT2’s layers are frozen.
The performance of this configuration should provide insight into the overall capabilities of
the GPT2 architecture for classifying EEG. Moreover, it should confirm whether or not the
language-pretraining is beneficial. The above-random test scores that the model achieves
when its feed-forward and self-attention layers are frozen could be the result of the other
unfrozen parameters learning from the EEG data. If the test score of this configuration is
significantly lower than that which was achieved in Section 5.2, it can be concluded that
the language-pretraining is beneficial.

• Completely unfrozen: an instance of the model where GPT2 is language-pretrained and
none of its layers are frozen. Generally, this configuration would be expected to achieve
higher test scores than those achieved in Section 5.2, i.e., when all of GPT2’s feed-forward
and self-attention layers are frozen. However, when overfitting is already an issue when all
of these are frozen, it is safe to assume that unfreezing will increase overfitting. Therefore,
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the performance of this configuration when trained using the time-series data is expected
to be worse than that achieved in Section 5.2.

• Shallow-to-deep unfrozen: 11 configurations that are the result of unfreezing GPT2’s
decoder units one by one, starting from the shallowest. By gradually unfreezing GPT2 in
this manner, insight can be gained into the depth with which GPT2’s language pretraining
can transfer to EEG classification. Additionally, in the case where the model is trained
using the time-series data, insight can be gained into the overfitting issue observed in
Section 5.2. A hypothesis is that, by unfreezing the more shallow layers and freezing
deeper layers, overfitting can be reduced. Memorisation often occurs in the deeper layers
of deep learning models. In those layers, models tend to learn the smallest details of their
input. By freezing these deeper layers but allowing the more shallow layers to adapt, such
memorisation could be reduced. Naturally, this all depends on whether or not GPT2’s
language modelling knowledge that is in the frozen decoder units can transfer to EEG
data as well as whether or not the unfrozen decoder units, which start from a language-
modelling background, can learn to handle the representations they receive. Hence, the
hypothesis does not only relate to overfitting, it also relates to the depth with which the
language-pretraining can be ported to EEG classification.

• Deep-to-shallow unfrozen: 11 configurations that are the result of unfreezing GPT2’s
decoder units one by one, starting from the deepest. By gradually unfreezing GPT2 in
this manner, once more, insight can be gained into the depth with which GPT2’s language
pretraining can transfer to EEG classification as well as into overfitting. A hypothesis is
that, by unfreezing the deeper layers and freezing the more shallow layers, overfitting will
increase. Unfreezing the deeper layers could result in the model learning too much details
and, thereby, overfitting its input data.

Each of the above configurations is always evaluated for both the EEG time series data and the
EEG PSD features.

5.3.2 Results

5.3.2.1 Randomly initialised

Figures 5.7 and 5.8 depict, respectively, the training and validation classification accuracy and
cross-entropy loss of the model in the randomly initialised configuration.

When this configuration is trained using the PSD features, the model is able to learn to
the point that its accuracy during training, in Figure 5.7a, almost reaches 100 %, and its cross-
entropy loss during training, in Figure 5.8a, goes down towards 0. Nevertheless, the model’s
validation accuracy and cross-entropy loss during training, are similar to when the model is
language-pretrained. In fact, a paired student t-test finds that there is no statistically significant
difference between the average test score of the model when randomly initialised, 31.3 % depicted
in Figure 5.9, and the average test score of the model when it is language-pretrained (p = 0.79).

When this configuration is trained using the time-series data, contrarily, there does seem to
be a notable difference. Firstly, the model’s classification accuracy and cross-entropy loss during
training suggest that now that the model is not language-pretrained, it seems to only be able
to learn from some participants, while it struggles to learn from others. Secondly, the model’s
classification accuracy and cross-entropy loss during validation shows that, even though the
model can learn from some participants, it struggles to generalise. In fact, the model’s average
test score of 26.0 % is close to random assignment and is significantly lower than the average test
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Figure 5.7: Participant-wise average training and validation classification accuracy of the model
during training, for both the time-series data (blue) and the PSD features (red). The shade
around the average curve depicts the minimum and maximum values. The dashed black line
denotes random assignment at 25 %. The instance of GPT2 is randomly initialised and all of its
decoder units are trained. The values of the hyperparameters of this run correspond to the best
found hyperparameter values given by Table 5.1.
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Figure 5.8: Participant-wise average training and validation cross-entropy loss of the model
during training, for both the time-series data (blue) and the PSD features (red). The shade
around the average curve depicts the minimum and maximum values. The instance of GPT2 is
randomly initialised and all of its decoder units are trained. The values of the hyperparameters
of this run correspond to the best found hyperparameter values given by Table 5.1.
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Figure 5.9: Participant-wise average test classification accuracy of the model after training, for
both the time-series data (blue) and the PSD features (red). The dashed black line denotes
random assignment at 25 %. The instance of GPT2 is randomly initialised and all of its decoder
units are trained. The values of the hyperparameters of this run correspond to the best found
hyperparameter values given by Table 5.1.

score of 41.6 % the model achieves when it is language-pretrained (according to a paired t-test,
p < 0.0001).

5.3.2.2 Completely unfrozen

Figures 5.7 and 5.8 depict, respectively, the training and validation classification accuracy and
cross-entropy loss of the model in the completely unfrozen configuration. What can be seen is
that in this case, the model seems to suffer from overfitting when trained using the time-series
data as well as when trained using the PSD features.

When this configuration is trained using the PSD features, the results are very similar to those
of the randomly initialised configuration. The only noticeable difference is that the classification
accuracy and cross-entropy loss during training seem to reach extremes slightly less quickly when
the model is language-pretrained. Remember that in this case, when the model was language-
pretrained but all of its feed-forward layers and self-attention layers were frozen, its classification
accuracy and cross-entropy loss during training never reached these extremes. Nevertheless, a
one-way ANOVA test finds no statistically significant difference between the average test score
of this configuration, 30.5 % depicted in Figure 5.12, and those of the other two configurations
(p = 0.951).

When this configuration is trained using the time-series data, the results are similar to when
all of GPT2’s feed-forward and self-attention layers are frozen, i.e., the configuration from Sec-
tion 5.2. There seems to be slightly more variability in the training classification and cross-
entropy loss curves. On first sight, this does not seem to be the case for the validation curves. A
student t-test confirms that there is no statistically significant difference between the mean aver-
age test score of this configuration, 38.4 % depicted in Figure 5.12, and that of the configuration
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Figure 5.10: Participant-wise average training and validation classification accuracy of the model
during training, for both the time-series data (blue) and the PSD features (red). The shade
around the average curve depicts the minimum and maximum values. The dashed black line
denotes random assignment at 25 %. The instance of GPT2 is language-pretrained and all of
its are trained. The values of the hyperparameters of this run correspond to the best found
hyperparameter values given by Table 5.1.
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Figure 5.11: Participant-wise average training and validation cross-entropy loss of the model
during training, for both the time-series data (blue) and the PSD features (red). The shade
around the average curve depicts the minimum and maximum values. The instance of GPT2 is
language-pretrained and all of its decoder units are trained. The values of the hyperparameters
of this run correspond to the best found hyperparameter values given by Table 5.1.
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Figure 5.12: Participant-wise average test classification accuracy of the model after training, for
both the time-series data (blue) and the PSD features (red). The dashed black line denotes
random assignment at 25 %. The instance of GPT2 is language-pretrained and all of its decoder
units are trained. The values of the hyperparameters of this run correspond to the best found
hyperparameter values given by Table 5.1.

from Section 5.2 (p = 0.18).

5.3.2.3 Shallow-to-deep unfrozen

Figure 5.13 depicts the average test classification accuracy for the configurations of the model
where GPT2’s decoder units are unfrozen from shallow to deep. The corresponding training and
validation classification accuracy and cross-entropy loss curves can be found in Appendix B.

When the model is trained using the PSD features, there does not seem to be a difference
between the average test scores of any of these configurations as well as when compared to the
previous configurations. In fact, a one-way ANOVA test finds that there is no statistically signif-
icant difference between the average test scores of this and all previous configurations (p = 0.99).
This is reflected by the validation classification accuracy curves in Figure B.3b. The training
classification accuracy and cross-entropy loss curves in, respectively, Figures B.3a and B.4a, as
well as the validation cross-entropy loss curve in Figure B.4b, suggest that the more decoder
units are unfrozen, the more of an issue overfitting becomes.

When the model is trained using the time-series data there do seem to be differences, even
though a one-way ANOVA test finds that there are none (p = 0.67). It is important to state that
the average test classification accuracy of 43.1 % that is achieved when only the last four decoder
units of GPT2 are frozen (i.e., configuration ‘9-12’ in Figure 5.13a), is the highest average test
score that is achieved throughout this whole thesis. Even though not significantly different to
the 41.6 % that was achieved in the completely frozen configuration of Section 5.2 (according to
a paired t-test, p = 0.49), this average test score is higher than the 42.6 % that Kostas et al.
(2021) achieve by classifying their BENDR representations using a combination of a linear and a
softmax layer. The training and validation classification accuracy and cross-entropy loss curves
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Figure 5.13: Participant-wise average test classification accuracy of the model after training,
for both the time-series data (left, blue) and the PSD features (right, red). The dashed black
line denotes random assignment at 25 %. The instance of GPT2 is language-pretrained and its
decoder units are unfrozen from shallow to deep. The values of the hyperparameters of these
runs correspond to the best found hyperparameter values given by Table 5.1.

in, respectively, Figures B.1 and B.2, depict no clear relation between the unfreezing of decoder
units and overfitting.

5.3.2.4 Deep-to-shallow unfrozen

Figure 5.14 depicts the average test classification accuracy for the configurations of the model
where GPT2’s decoder units are unfrozen from deep to shallow. The corresponding training and
validation classification accuracy and cross-entropy loss curves can be found in Appendix B.

When the model is trained using the PSD features, there once more does not seem to be a
difference between the average test scores of any of these configurations as well as when compared
to all of the previous configurations. A one-way ANOVA test, again, confirms this (p = 0.99).
The validation classification accuracy curves in Figure B.3b also reflect this. Here as well,
the training classification accuracy and cross-entropy loss curves in, respectively, Figures B.7a
and B.8a, as well as the validation cross-entropy loss curve in Figure B.8b, suggest that the more
decoder units are unfrozen, the more of an issue overfitting becomes. Overfitting does not seem
to be influenced by the order in which the decoder units are unfrozen. It is rather the total
number of unfrozen decoder units that dictates how big of an issue overfitting becomes.

When the model is trained using the time-series data, once more, an ANOVA test finds
there to not be any statistically significant differences (p = 0.37). Nevertheless, just as before, a
number of outliers and small differences suggest that unfreezing the decoder units does have some
influence on the model’s generalisation capabilities. In this case, the configuration where only the
deepest decoder unit is unfrozen (i.e., configuration ‘1-11’ in Figure 5.14a) achieves an average
test score of 42.0 %, which is higher than what the completely frozen configuration of Section 5.2
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Figure 5.14: Participant-wise average test classification accuracy of the model after training,
for both the time-series data (left, blue) and the PSD features (right, red). The dashed black
line denotes random assignment at 25 %. The instance of GPT2 is language-pretrained and its
decoder units are unfrozen from deep to shallow. The values of the hyperparameters of these
runs correspond to the best found hyperparameter values given by Table 5.1.

achieves. A paired t-test does, however, not find these two scores to be significantly different
(p = 0.91). When more decoder units are gradually unfrozen, the average test scores tend to
decrease. Here as well, the training and validation classification accuracy and cross-entropy loss
curves in, respectively, Figures B.5 and B.6, depict no clear relation between the unfreezing of
decoder units and overfitting.

5.3.3 Discussion

The performance of the model when trained using the PSD features is constant throughout all
configurations. Interestingly, when the model is completely unfrozen, whether it is randomly
initialised or language-pretrained, training scores tend to go up towards 100 % while training
cross-entropy loss tends to go down towards 0. Contrarily, when all of GPT2’s decoder units
are frozen, i.e., the configuration from Section 5.2, this is not the case. From this, it can
be concluded that for the model to learn to correctly classify its PSD features training data,
GPT2’s feed-forward and self-attention layers’ gradients must be adapted to them. This is not
the case for the time-series data. Nevertheless, when trained using the PSD features, the model’s
validation and test scores are always ±30 %. Clearly, the PSD features do not capture sufficient
information regarding the participants’ motor imagery for the model to be able to generalise.
Because of this, nothing can be said about the influence of the language-pretraining for this type
of training data. The hypothesis that, when designing EEG features for training transformer-
like models, temporal resolution should be reduced as minimally as possible stands. If such
features were to be devised and were to be found to capture more motor imagery information,
empirical evaluations designed to verify the influence of language-pretraining should prove to
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be interesting. Lastly, it is interesting to see the clear relation between the number of frozen
decoder units and the speed at which the model’s training classification accuracy curve, training
cross-entropy loss curve, and validation cross-entropy loss curve, reach extremes. The order in
which the decoder units are unfrozen does not seem to matter. Clearly, the model is too large
for the small PSD features dataset and freezing decoder units directly translates to the degree of
overfitting. Nevertheless, the conclusion remains that the PSD features do not capture sufficient
motor imagery information for the model to be able to generalise and hence, for the PSD features,
nothing can be said about the unfreezing hypotheses.

When the model is trained using the time-series data, the language-pretraining seems to
be crucial. A randomly initialised model can learn to accurately predict its training data but
is not able to generalise, as its average test score nears random assignment. Unfreezing all
of GPT2’s decoder units results in more variability in the training classification accuracy and
cross-entropy loss curves. Aside from this minor phenomenon, in contrast to when the model
is trained using the PSD features, there does not seem to be much difference when compared
to the completely frozen configuration. For both the completely unfrozen and completely frozen
configurations, the training classification accuracy and cross-entropy loss curves, as well as the
validation cross-entropy loss curves, reach extremes. From this, it can be concluded that, unlike
for the features, the language-pretraining that is frozen in GPT2’s decoder units in combination
with the unfrozen layer normalisation layers, are sufficient for the model to be able to learn
to classify its time-series training data to perfection. While there is no statistically significant
difference between the average test scores of the completely frozen and completely unfrozen
models, the actual found average test score of the completely frozen model is higher than that
of the completely unfrozen model. In any case, it is a fact that GPT2’s language-pretraining
is beneficial. A one-way ANOVA test finds that there is no statistically significant difference
between the average test scores that are found by the configurations that gradually unfreeze
their decoder units. Nevertheless, the hypothesis that a model whose shallow decoder units
are unfrozen while its deeper decoder units are unfrozen could learn to generalise better due to
diminished overfitting/memorisation in the deeper decoder units still stands. In the case of the
9-participants Graz dataset A, the differences might just be too small for the ANOVA test to
capture. This claim is justified by the fact that the highest average test score that is achieved
throughout this whole thesis is a model that conforms to the hypothesis, i.e., one of which the
first eight decoder units are unfrozen while its last four are frozen. Nevertheless, due to the fact
that a one-way ANOVA test does not find statistically significant differences between the average
test scores, it is not claimed that the hypothesis is true. However, it has not necessarily been
falsified. The unclear relation between gradually unfreezing the decoder units and its effect on
the training and validation classification accuracy and cross-entropy loss curves does not help
the hypothesis’ cause. The same can be said for the hypothesis that states that unfreezing the
deeper decoder units but keeping the more shallow decoder units frozen, should result in more
overfitting/memorisation. To be able to prove or falsify these hypotheses, it seems that a larger
EEG dataset or a less complex language-pretrained transformer is required. In comparison to the
size of the dataset, the model is so complex that overfitting is an issue even when all the decoder
units are frozen. Hence, the disproportion between the size of the Graz dataset A and the model
as well as the questionable power of a one-way ANOVA test in the case of a 9-participant dataset
might be clouding the effect of unfreezing the decoder units.
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Chapter 6

Conclusions and Future Work

6.1 Introduction

Crucial for this chapter is a recapitulation of the research question that is asked in this thesis:
“How and to what degree can a language-pretrained transformer transfer to the classification of
EEG and does the language-pretraining influence performance?” With the goal of finding an
answer to the research question, the thesis starts by giving a foundational background for the
four topics inherent to it, i.e., neuroimaging, BCIs, transfer learning, and NLP. In a separate
chapter, the research question is related to existing work, discussing similarities and differences.
Using the collected knowledge, a methodology is designed specifically to be able to perform a
set of empirical evaluations that should shine light on the answer to the research question. The
empirical evaluations are established and performed. The results are reported and analysed.

With all of this in mind, this chapter is outlined as follows. Section 6.2 discusses the answers
to the research question that are found to be indisputably correct. Subsequently, Section 6.3
concludes the thesis with a discussion on the parts of the research question that were not answered
as well as new questions that have arisen. In addition, this section explains possible approaches
for finding answers.

6.2 Conclusions

The main conclusion that can be drawn is that it is in fact possible for a language-pretrained
transformer, GPT2 in this case, to transfer to the setting of EEG classification. Unlike what K. Lu
et al. (2021) find for a variety of other tasks, the achieved classification scores are not state-of-
the-art for the field of EEG classification – not unexpectedly so, when comparing the inherent
complexity of EEG classification to the tasks that K. Lu et al. evaluate. Nevertheless, through
evaluations similar to those of K. Lu et al., it is found that it is indisputable that positive
transfer occurs. It seems that the language-modelling objective with which GPT2 is pretrained
on a large language corpus allows for capturing structure that is relevant when classifying EEG.
Considering the manner with which the EEG data is presented to GPT2, this can be explained as
follows. The channels-by-samples matrix of every event window is seen as a sequence of channel
tokens. GPT2 is pretrained to predict the next language token given an input sequence. From
such a perspective, it seems reasonable that this could also help GPT2 to predict channel tokens,
even though these are drastically different from the language tokens that GPT2 is used to and
the order that these tokens occur in seems incomparable to that of natural language sentences.
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Interestingly, it can be concluded that in GPT2’s pretraining phase structure is learned in natural
language that can be reapplied to EEG motor imagery signals.

An important detail of this conclusion, is that it is only found to hold when the language-
pretrained model is fine-tuned to preprocessed EEG time-series data. When GPT2 is trained
using PSD features calculated from the event windows, transfer is not observed. However, the
experimental evaluations indicate that this can not be accredited to GPT2 and its language
pretraining, but is rather caused by the features themselves. Regardless of whether it is pretrained
or not, when trained on the PSD features, the model can not achieve the accuracy that it
achieves when trained on the time-series data. In fact, the model’s performance for this type
of data is close to random assignment. From this, it can be concluded that the combination of
this type of features and a language-pretrained transformer does not allow the transformer to
capture sufficient motor imagery information to be able to generalise. Since the PSD features
are focused on the frequency domain, the lack of information is most likely in the time and
spatial domains. The temporal resolution of the PSD features is substantially reduced when
compared to the raw EEG time-series data. Seeing how the model is able to perform better
when trained using the time-series data, the PSD features can be concluded to lack temporal
resolution. This is logical when considering the sequential nature of natural language and the
deep learning models that are used to process it. The spatial resolution of the PSD features
should be similar to that of the time-series data. However, the vectorisation technique that is
used to encode the PSDs of multiple channels into a single vector might obstruct GPT2’s ability
to extract the spatial information. Coincidentally, both the reduction in temporal resolution and
a complexified representation of spatial information are also the case for Kostas et al.’s (2021)
BENDR representations. Fundamentally, devising good features from signal data comes down
to balancing the three-way trade-off between the time, frequency, and spatial domains. In the
context of training sequential natural language processing models for EEG classification, it can
be concluded that the time domain must be sufficiently present for the features to be successful.

In light of Kostas et al.’s (2021) claim that masked language-modelling transformers are
inclined to learn interpolation methods when trained on time-series data, it can be concluded
that this is not the case for generative language-modelling transformers. The difference between
these two types of models was expected to result in this conclusion. Nevertheless, the relatively
low test scores of GPT2 when trained on the time-series data clearly show the complexity of
reconstructing time-series data, which is inherently happening in the transformer-like model.

A final conclusion that can be drawn pertains to the complexity of the model. The empirical
evaluations in Section 5.3 are designed to get insight into the influence of unfreezing GPT2’s
decoder units on the learning process of the model. Since overfitting is found to be an issue
in most of the experimental evaluations, much thought is put into how to reduce this as well
as into how this is influenced by the language-pretraining. A straightforward solution to the
overfitting issue is to keep all of GPT2’s decoder units frozen. The more of them that are frozen,
the less details the model can learn and thus, the more overfitting should be reduced. Of course,
the bias-variance trade-off is a known phenomenon and it shows that it is not necessarily so
that overfitting should always be nullified (Kohavi & Wolpert, 1996). In the context of this
thesis, this translates to the fact that freezing all of GPT2’s decoder units is not necessarily
optimal. There can rather exist a configuration of frozen and unfrozen layers that results in
a better trade-off between bias and variance. Two hypotheses are established. Overfitting in
deep learning models is known to happen in deeper layers. In those layers, models analyse the
most detailed parts of their input. From such a point of view, a first hypothesis states that
unfreezing GPT2’s more shallow decoder units such that these can learn to capture general
patterns from the EEG data, while freezing the deeper decoder units such that these can not get
fixated on details, is likely to result in better average test scores when compared to a model that
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is completely frozen. Compared to a completely frozen model, such a configuration would allow
for more adaptation in the more shallow decoder units, countered by a reduction in overfitting
caused by freezing the deeper decoder units. On the other hand, a second hypothesis states
that when unfreezing the other way around, through the same reasoning, average test scores
are likely to be lower than those of a completely frozen model. Compared to a completely
frozen model, such a configuration would mostly increase overfitting. It is important to note
that these two hypotheses also capture a factor of transfer learning. In the case of this thesis,
freezing and unfreezing decoder units directly relates to the degree, and more specifically the
depth, with which GPT2’s language-pretraining can transfer to EEG classification. Regrettably,
while the results of the experimental evaluations do not falsify these two hypotheses, there is
no statistical basis for claiming that they are true. Traditional one-way ANOVA tests find that
there are no statistically significant differences between the average test scores found by a variety
of configurations created by unfreezing GPT2’s decoder units from shallow to deep and the other
way around. Nonetheless, the power of a one-way ANOVA test in the case of a 9-participant
dataset is questionable. In addition, there is an inarguable disproportion between the complexity
of the model and the size of the dataset. It can be concluded that both of these phenomena might
be clouding the effect of unfreezing the model’s layers. Drawing further conclusions regarding
the two hypotheses requires additional experimental evaluations.

6.3 Future work

Before taking the work that is presented in this thesis further, it would be interesting to confirm
its findings on larger EEG motor imagery datasets. In doing so, the balance between the model’s
complexity and the dataset would be better, allowing for a clearer analysis of the established
hypotheses. Examples of datasets that could be interesting to analyse are the dataset of Kaya et
al. (2018), which consists of substantially more and longer recording sessions for 13 participants,
and that of Schalk et al. (2004), which consists of recording sessions for 109 participants. It is
important to note that, due to the size of GPT2, model training times were already substantial
in the case of the Graz dataset A. Larger datasets are guaranteed to require even more time.
While the source code that was developed for this thesis is already optimised in a variety of
ways, extensive parallelisation of the training and evaluation process might be required for an
analysis of larger datasets to become viable as a master’s thesis. In any case, once the findings
are verified and more insight into the influence of the language-pretraining has been gained, a
variety of interesting research directions open up.

First and foremost, the study could be extended to other EEG decoding tasks. There is
no guarantee that the findings that are presented here are valid beyond motor imagery. While
there is no reason to believe that they are not, it should be interesting to confirm. The influence
of an EEG decoding task’s properties on the model’s performance can provide valuable insight
into its abilities. For example, an EEG decoding task for which it is rational to create longer
event windows, such as in sleep staging (L.-X. Feng et al., 2021). In the context of this thesis,
longer event windows translate to larger contexts for GPT2. An interesting aspect to investigate
consists of analysing whether it is more beneficial to scale the model up, allowing for larger
contexts, or to downsample the event windows, allowing smaller models to handle them. In the
context of designing mobile, online BCIs, such an analysis could provide insight into whether
or not a high sampling rate is required. Another example are EEG decoding tasks that benefit
from higher spatial resolution, such as epilepsy detection (Srinivasan et al., 2007). In the context
of this thesis, a higher spatial resolution translates to longer channel tokens. Since the smallest
word embeddings that GPT2 has been trained with are of size 768, it can be interesting to
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analyse GPT2’s ability to extract spatial knowledge from channel tokens that represent a larger
number of electrodes. A mobile, online BCI would never use a large number of electrodes but
rather stick with, for example, the 22 electrodes of the Graz dataset A. Nonetheless, it should
be an interesting research question.

Another direction that can be taken with this work is an optimisation study of the model.
For an actual BCI to work, classification accuracy needs to be much higher than that which is
achieved in this thesis. In some way, training the model with a larger dataset is already in line
with such an objective. It could also be interesting to investigate how much data is needed to
train a language-pretrained transformer to state-of-the-art performance. Other ideas could be
tried as well. For example, different preprocessing methods could be applied to the EEG time-
series data. Compared to the simple standardisation method that is used in this thesis, Barachant
et al.’s (2012) Riemannian geometry and He and Wu’s (2020) Euclidian space alignment could
prove to be interesting. Additionally, since the size of the event windows translates directly
to the size of GPT2’s context window, it could be interesting to vary this. The winner of the
fourth BCI competition implements event windows half the size of those that are used here.
Different feature extraction techniques could be tested as well. A reasonable approach for such
research would consist of starting with simple features, such as the PSD features that are used in
this thesis, and gradually making them more complex, using the knowledge that was gained from
previous iterations. It can be interesting to immediately investigate the natural language model’s
performance on complex representations such as BENDR and CSP. However, since classifying
EEG using NLP models has never been done before, starting simple should be fruitful. A study
that is structured in such a manner might also result in insight regarding transferable EEG
characteristics.

Finally, in the spirit of the work of K. Lu et al. (2021), it should be interesting to formalise the
language-pretraining for BCIs paradigm. Through a study of a variety of language-pretrained
models applied to a variety of EEG decoding tasks, it might be possible to find much more
concrete relations between these two domains. In addition, such a study should provide insight
into whether or not language-pretrained NLP models, and the techniques that they consist of,
can be seen as suitable methods for EEG decoding. In the context of the work of Kostas et al.
(2021), it might even be interesting to pretrain a transformer using both language and EEG. A
comparison of both types of pretraining for the same model should prove to be interesting as
well.
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Özdenizci, O., Wang, Y., Koike-Akino, T., & Erdoğmuş, D. (2019). Transfer Learning in Brain-
Computer Interfaces with Adversarial Variational Autoencoders. 2019 9th International
IEEE/EMBS Conference on Neural Engineering (NER). doi: 10.1109/NER.2019.8716897

Pan, S. J., & Yang, Q. (2010, October). A Survey on Transfer Learning. IEEE Transactions on
Knowledge and Data Engineering , 22 (10), 1345–1359. doi: 10/bc4vws

Paszke, A., Gross, S., Massa, F., Lerer, A., Bradbury, J., Chanan, G., . . . Chintala, S. (2019).
PyTorch: An imperative style, high-performance deep learning library. In H. Wallach,
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Result Summary



Table A.1: Summary of all results achieved in this thesis.

Optimisation runs
Data Pretraining Frozen Dropout Decay Test Score µ ± σ

time-series yes all 0.1 1 41.6 %± 6.5 %
features yes all 0.1 1 30.9 %± 5.7 %

Addressing overfitting
Data Pretraining Frozen Dropout Decay Test Score µ ± σ

time-series yes all 0.2 0.9 35.9 %± 9.8 %

Randomly initialised
Data Pretraining Frozen Dropout Decay Test Score µ ± σ

time-series no none 0.1 1 26.1 %± 1.5 %
features no none 0.1 1 31.3 %± 5.2 %

Completely unfrozen
Data Pretraining Frozen Dropout Decay Test Score µ ± σ

time-series yes none 0.1 1 38.4 %± 7.1 %
features yes none 0.1 1 30.5 %± 5.3 %
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Table A.1: Summary of all results achieved in this thesis.

Shallow-to-deep unfrozen
Data Pretraining Frozen Dropout Decay Test Score µ ± σ

time-series yes 2− 12 0.1 1 40.0 %± 8.6 %
time-series yes 3− 12 0.1 1 41.7 %± 6.0 %
time-series yes 4− 12 0.1 1 39.8 %± 6.1 %
time-series yes 5− 12 0.1 1 40.3 %± 7.8 %
time-series yes 6− 12 0.1 1 40.2 %± 6.6 %
time-series yes 7− 12 0.1 1 38.4 %± 5.9 %
time-series yes 8− 12 0.1 1 38.3 %± 7.1 %
time-series yes 9− 12 0.1 1 43.1 %± 9.6 %
time-series yes 10− 12 0.1 1 36.7 %± 5.0 %
time-series yes 11− 12 0.1 1 37.8 %± 1.0 %
time-series yes 12− 12 0.1 1 35.8 %± 6.7 %

features yes 2− 12 0.1 1 30.8 %± 6.4 %
features yes 3− 12 0.1 1 29.7 %± 6.4 %
features yes 4− 12 0.1 1 29.7 %± 6.8 %
features yes 5− 12 0.1 1 30.4 %± 6.4 %
features yes 6− 12 0.1 1 29.5 %± 4.9 %
features yes 7− 12 0.1 1 32.0 %± 4.4 %
features yes 8− 12 0.1 1 31.3 %± 6.6 %
features yes 9− 12 0.1 1 29.7 %± 4.9 %
features yes 10− 12 0.1 1 29.3 %± 6.2 %
features yes 11− 12 0.1 1 29.1 %± 4.0 %
features yes 12− 12 0.1 1 30.0 %± 6.2 %
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Table A.1: Summary of all results achieved in this thesis.

Deep-to-shallow unfrozen
Data Pretraining Frozen Dropout Decay Test Score µ ± σ

time-series yes 1− 11 0.1 1 42.0 %± 5.7 %
time-series yes 1− 10 0.1 1 40.4 %± 6.2 %
time-series yes 1− 9 0.1 1 38.4 %± 7.1 %
time-series yes 1− 8 0.1 1 40.2 %± 7.0 %
time-series yes 1− 7 0.1 1 36.6 %± 8.2 %
time-series yes 1− 6 0.1 1 36.0 %± 9.1 %
time-series yes 1− 5 0.1 1 34.3 %± 6.1 %
time-series yes 1− 4 0.1 1 35.0 %± 6.4 %
time-series yes 1− 3 0.1 1 35.0 %± 6.5 %
time-series yes 1− 2 0.1 1 38.5 %± 8.6 %
time-series yes 1− 1 0.1 1 38.4 %± 6.8 %

features yes 1− 11 0.1 1 30.9 %± 5.5 %
features yes 1− 10 0.1 1 30.2 %± 5.2 %
features yes 1− 9 0.1 1 31.4 %± 6.5 %
features yes 1− 8 0.1 1 28.5 %± 4.5 %
features yes 1− 7 0.1 1 29.4 %± 4.7 %
features yes 1− 6 0.1 1 29.7 %± 4.5 %
features yes 1− 5 0.1 1 31.3 %± 3.6 %
features yes 1− 4 0.1 1 30.0 %± 4.7 %
features yes 1− 3 0.1 1 32.2 %± 6.2 %
features yes 1− 2 0.1 1 31.1 %± 5.3 %
features yes 1− 1 0.1 1 30.8 %± 4.4 %
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Appendix B

Training and validation scores
and loss during unfreezing
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Figure B.1: Participant-wise average training and validation classification accuracy of the model
during training on the time-series data. The dashed black line denotes random assignment
at 25 %. The instance of GPT2 is language-pretrained its decoder units are unfrozen from
shallow to deep. The values of the hyperparameters of these runs correspond to the best found
hyperparameter values given by Table 5.1.
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Figure B.2: Participant-wise average training and validation cross-entropy loss of the model
during training on the time-series data. The instance of GPT2 is language-pretrained and its
decoder units are unfrozen from shallow to deep. The values of the hyperparameters of these
runs correspond to the best found hyperparameter values given by Table 5.1.
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Figure B.3: Participant-wise average training and validation classification accuracy of the model
during training on the PSD features. The dashed black line denotes random assignment at
25 %. The instance of GPT2 is language-pretrained and its decoder units are unfrozen from
shallow to deep. The values of the hyperparameters of these runs correspond to the best found
hyperparameter values given by Table 5.1.
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Figure B.4: Participant-wise average training and validation cross-entropy loss of the model
during training on the PSD features. The instance of GPT2 is language-pretrained and its
decoder units are unfrozen from shallow to deep. The values of the hyperparameters of these
runs correspond to the best found hyperparameter values given by Table 5.1.
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Figure B.5: Participant-wise average training and validation classification accuracy of the model
during training on the time-series data. The dashed black line denotes random assignment at
25 %. The instance of GPT2 is language-pretrained and its decoder units are unfrozen from
deep to shallow. The values of the hyperparameters of these runs correspond to the best found
hyperparameter values given by Table 5.1.
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Figure B.6: Participant-wise average training and validation cross-entropy loss of the model
during training on the time-series data. The instance of GPT2 is language-pretrained and its
decoder units are unfrozen from deep to shallow. The values of the hyperparameters of these
runs correspond to the best found hyperparameter values given by Table 5.1.
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Figure B.7: Participant-wise average training and validation classification accuracy of the model
during training on the PSD features. The dashed black line denotes random assignment at
25 %. The instance of GPT2 is language-pretrained and its decoder units are unfrozen from
deep to shallow. The values of the hyperparameters of these runs correspond to the best found
hyperparameter values given by Table 5.1.
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Figure B.8: Participant-wise average training and validation cross-entropy loss of the model
during training on the PSD features. The instance of GPT2 is language-pretrained and its
decoder units are unfrozen from deep to shallow. The values of the hyperparameters of these
runs correspond to the best found hyperparameter values given by Table 5.1.
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